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Abstract
Timely and effective vulnerability patching is essential for
cybersecurity defense, for which various approaches have
been proposed yet still struggle to generate valid and cor-
rect patches for real-world vulnerabilities. In this paper, we
leverage the power and merits of pre-trained language lan-
guage models (LLMs) to enable automated vulnerability
patching using no test input/exploit evidence and without
model training/fine-tuning. To elicit LLMs to effectively rea-
son about vulnerable code behaviors, which is essential for
quality patch generation, we introduce vulnerability seman-
tics reasoning and adaptive prompting on LLMs and instanti-
ate the methodology as APPATCH, an automated LLM-based
patching system. Our evaluation of APPATCH on 97 zero-day
vulnerabilities and 20 existing vulnerabilities demonstrates its
superior performance to both existing prompting methods and
state-of-the-art non-LLM-based techniques (by up to 28.33%
in F1 and 182.26% in recall over the best baseline). Through
APPATCH, we demonstrate what helps for LLM-based patch-
ing and how, as well as discussing what still lacks and why.

1 Introduction

Software vulnerabilities pose a constant and significant threat
to the security of modern cyberspace [15, 16] and they are
widespread [19, 27, 30–32]. With the rapid growth in the vol-
ume and sophistication of cyberattacks, which are enabled by
these vulnerabilities, timely and effective vulnerability patch-
ing has become increasingly critical [43, 52, 56]. However,
manual approaches to patching are costly [26] and struggle
to keep pace with the emergence of new vulnerabilities [25].
Thus, automated solutions are needed to help developers patch
vulnerabilities before they are exploited [18, 55].

In this context, various approaches to automated patch-
ing have been proposed [14, 18, 20, 34, 43, 54], which gener-
ally fall in two major categories: those based on code anal-
ysis and those based on deep learning (DL). Among other
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techniques, state-of-the-art (SOTA) code-analysis-based ap-
proaches achieve property-based repair based on access range
analysis hence enforcing given safety properties [24] or use
sanitizers to extract vulnerability-representing constraints for
symbolic-execution-based repair [20]. More recently, induc-
tive property inference along with simple templates [55] is
employed to generate vulnerability patches. However, these
techniques rely on exploits or vulnerability-triggering test
inputs, which may not always be available, especially for
emerging (e.g., zero-day) vulnerabilities. They often also re-
quire that the code to patch be compilable, which further
limits their applicability (e.g., they can not be used before the
project becomes complete).

DL-based approaches overcome these limitations and have
gained more momentum in recent years [14, 18, 52]. These
techniques leverage existing vulnerability datasets to train
a DL model that learns known vulnerability-fixing patterns,
hence the ability to repair a given vulnerability. Despite their
promises, they need sizable and quality training data with
vulnerability labels, which is not widely and diversely avail-
able [9, 39, 41]. As a result, they do not generalize well to
unseen code and often stumble on real-world vulnerabili-
ties [52]. While data augmentation helps [12, 38, 40], recent
studies show that the augmented models still suffer low accu-
racy [37, 38].

Most recently, large language models (LLMs) have
emerged as powerful tools to assist developers with coding
related tasks. LLMs overcome the lack of generalizability of
ordinary DL-based approaches and have shown promising
potential for vulnerability patching [37, 43]. However, the
SOTA LLM-based (with zero-shot) technique [43] does not
work well on real-world vulnerabilities and often generates
no patches or invalid ones [37]. The recent study [37] shows
that LLM can be significantly improved by carefully designed
prompting strategies, especially based on chain-of-thought
(CoT) [51] reasoning. Prompting is indeed attractive in that
it does not require (pre-)training or even fine-tuning, which
would not only require sizable labeled datasets but also be
infeasible to ordinary users, especially on foundation-scale
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LLMs that may actually hold the promise for effective vulner-
ability analysis.

Despite a promising direction, vulnerability patching via
prompting LLMs faces several critical challenges as revealed
lately [37, 42, 52]. First, for automated patching, the prompt-
ing would need to be automated too. Yet it is not known
how to automatically write a prompt to an LLM for vulner-
ability patching (Challenge 1). Second, prompting tends to
include exemplars to be effective, especially if it aims to elicit
reasoning on LLMs [51] as CoT does, which is essential
for vulnerability patching—a task relying on code seman-
tics reasoning. Yet again, for an arbitrary program to patch,
how to prepare the best exemplars is unknown (Challenge
2). Third, LLMs are known to suffer from capacity (#tokens)
and context constraints, which makes it difficult to provide
necessary code context in a prompt and analyze sizable code;
yet vulnerabilities are context-sensitive and can be interproce-
dural, thus patching them often requires accommodating po-
tentially larger code contexts (Challenge 3). Moreover, LLMs
are commonly subject to hallucination and non-deterministic
responses, whereas stably generating valid and correct patches
is essential for vulnerability patching—bad patching can be
worse than not patching (Challenge 4).

In this paper, we present APPATCH, a novel, automated
Adaptive prompting methodology for LLM-based vulnera-
bility patching. Given a vulnerable program with a known
vulnerability location, APPATCH first narrows down the scope
of analysis to only the relevant subset of the program via a
step called semantics-aware scoping. This allows LLMs to
analyze a smaller code snippet that includes all the essential
information necessary for reasoning about the vulnerability-
related code behaviors, addressing Challenge 3. Then, it elic-
its the LLM to identify the vulnerability’s root cause within
the reduced scope with vulnerability semantics reasoning,
henceforth selecting exemplars that best fit the program on
the fly from a pre-mined exemplar database, an essential step
referred to as dynamic adaptive prompting, which addresses
Challenges 2. The database is built offline by mining exem-
plars from known patches. With the adaptively chosen ex-
emplars, APPATCH forms the patching prompt automatically
to generate multiple candidate patches with LLMs, address-
ing Challenge 1. To mitigate model hallucinations, APPATCH
consults an ensemble of LLMs to cross-validate the candidate
patches concerning multiple facets of patch quality—validity
(not changing functionality) and correct (fixing the vulnera-
bility), hence addressing Challenge 4.

We have implemented APPATCH as an open-source tool
based on four latest and most powerful LLMs: GPT-4, Gemini-
1.5, Claude-3.5, and Llama-3.1, and evaluated it against a
dataset with 97 zero-day (across 18 unique projects) sam-
ples and a dataset with 20 existing real-world vulnerability
samples. With APPATCH, the evaluated LLMs achieve up to
36.46% and 73.86% F1 on the two datasets while the same
LLMs with baseline prompting strategies only achieve up to

static void SplitChar(const char *str, int *argcPtr, 
char ***argvPtr, char ch, Jsi_DString *dStr){

char *cp, *ep, *p, **argv;
int cnt = 1, len, i;
len = Jsi_Strlen(str);
cp = (char*)str;
while (*cp) {

if (ch) 
cp = Jsi_Strchr(cp,ch);

else 
while (*cp && !isspace(*cp)) 

cp++;
if (cp == NULL || *cp == 0) 

break;
cp++; 
cnt++;

}
Jsi_DSSetLength(dStr,(sizeof(char*)*(cnt+3)+sizeof(char)*(len+6)));
argv = (char**)Jsi_DSValue(dStr);
*argvPtr = argv;
*argcPtr = cnt;
p = (char*)&(argv[cnt+2]);

  argv[cnt+1] = p;
 Jsi_Strcpy(p, str);

cp = p;
……

}
char* Jsi_Strcpy(char *str1, const char *str2){

int len = strlen(str2);
char* cp = strncpy(str1, str2, len-1);
str1[len-1] = 0;
return cp;

}
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int main (int argc, char **argv){
……  ……

// Other Callers
……  

Figure 1: An example vulnerable program sample where the
vulnerable statement is at line 48.

The CWE-787 vulnerability in the provided code  is related to
an out-of-bounds write, which can occur when copying the string 
`str` into `p` without ensuring that the destination buffer is 
large enough to hold the source string . This can lead to 

overflow, memory corruption, and potentially exploitable 
conditions. Here is the patch to mitigate this vulnerability:

### Patch: Use `Jsi_Strncpy` Instead of `Jsi_Strcpy`
Replace the `Jsi_Strcpy` function with `Jsi_Strncpy` to ensure that 
no more characters are copied than the size of the destination 
buffer allows. This requires knowing the maximum buffer size.

```c
2 Jsi_Strncpy(p, str, len+1); 
```

Q: Given the following code: <code in Figure 1> which has a CWE-787 
vulnerability at line , please generate the patch for the
vulnerability.

Figure 2: GPT-4’s patch for the program sample in Figure 1
with standard prompting.

28.41% and 68.54% F1, respectively. APPATCH also outper-
forms SOTA traditional vulnerability patching approaches,
where they only achieve up to 17.53% and 85.00% recall
on the two datasets while APPATCH achieves 49.48% and
90.00% recall, respectively. APPATCH is also reasonably effi-
cient, taking on average 37.148-50.209 seconds to generate a
patch, and using 5,684-6,802 tokens per patch with the LLMs.

Our results suggest the practical feasibility and merits of
LLM-based vulnerability patching, via a novel methodology
(pivoted by automated adaptive prompting based on vulnera-
bility semantics reasoning) of leveraging LLMs to generate
valid and correct patches. Through APPATCH, we demon-
strated how LLMs can be helped for this challenging task;
also, by examining failure cases, we discuss how/where and
why LLMs may still fall short even with APPATCH.
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Here is the code completions
```c

strncpy(p, str, len+1);
cp = p;
for (i = 0; i < cnt; i++) {

argv[i] = cp;
if (ch)

ep = Jsi_Strchr(cp, ch);
……

```

Q: Complete the following code after the comment:
<first 23 lines of code from Figure 1>
/*Fixed CWE-787 vulnerability*/

Figure 3: GPT-4’s patch for the sample in Figure 1 with a
state-of-the-art LLM-based approach zero-shot completion.

2 Background and Motivation

LLMs have been explored for vulnerability analysis tasks
such as vulnerability detection [36], patching [43, 47], and
secure code generation [21]. Among existing approaches to
vulnerability patching, a popular method is to use a standard
prompting strategy, which directly asks the LLMs to patch the
vulnerable code [47]. However, this method does not provide
necessary guidance to LLMs, leaving all the vulnerability
analysis reasoning process to the models. Another, SOTA
method is zero-shot code completion [43], which removes the
vulnerable code and lets LLMs complete the vulnerable parts.
However, this approach treats vulnerability patching as a sim-
ple code completion task, without code analysis/reasoning.

To show the limitations of existing LLM-based vulnerabil-
ity patching approaches, we test the two methods mentioned
above on the example in Figure 1. As shown, the example
has a CWE-787 vulnerability at line 48. The vulnerability is
caused by the possible out-of-bound write to the pointer str1
as the string str2 may be longer than the boundary of (the
memory region pointed to by) str1. Figure 2 shows GPT-4’s
output patch with standard prompting, where we directly ask
the model to patch the vulnerability with the vulnerable line
and CWE ID provided. As seen, GPT-4 seems to recognize
that the vulnerability is caused by the insufficient size of the
memory p points to at line 24 and it should ensure that the
write is not longer than p’s boundary. While the basic idea
is correct, it is also needed to find out how much memory p
should point to for patching the vulnerability. In this case,
necessary data/control dependency analysis is needed. How-
ever, GPT-4 generates the patch by changing Jsi_Strcpy to
Jsi_Strncpy and adding a write limit len+1 without analyz-
ing the code semantics. Thus, it fails to patch the vulnerability.

Figure 3 shows GPT-4’s output patch with the zero-shot
code completion method. As shown, we provide the code
up to line 23 (where the ground-truth patch is located) and
prompt the model (via a comment) to complete the remaining
code while addressing the CWE-787 vulnerability. Similar to
standard prompting, it simply completes line 24 with strncpy
and sets a write limit len+1 without analyzing the actual size
of p. Thus, it also fails to patch the vulnerability.

Based on the two examples above, it is clear that, to patch
real-world vulnerabilities effectively, even powerful LLMs
may still need to be guided step by step for necessary reason-
ing about code semantics. Therefore, we introduce APPATCH,
an automated framework that adaptively prompts LLMs for
vulnerability patching with semantics reasoning guidance. We
introduce four key design elements in APPATCH:

1. To help LLMs concentrate on the most essential parts
of a program for vulnerability patching, we introduce
semantics-aware scoping, which only provides LLMs
with code entities that capture the core vulnerable behav-
ior of the program (noted as vulnerability semantics).

2. To guide LLMs to analyze and patch vulnerabilities cor-
rectly, we arm them with vulnerability semantics rea-
soning capabilities via CoT prompting [51] that demon-
strates correct reasoning steps with a few exemplars.

3. Considering the diversity of vulnerability root causes
and patching strategies, a large-scale exemplar pool is
needed. However, manually writing the reasoning steps
for the exemplars is time-consuming. Thus, we design
an automated exemplar mining module which generates
exemplars based on existing real-world samples.

4. To provide the best-fit exemplars for a given testing sam-
ple (i.e., code to patch), we design dynamic adaptive
prompting which automatically picks exemplars based
on the vulnerability root causes of the testing sample.

3 Technical Design

Now we present our technical approach, starting with a design
overview followed by details on each component.

3.1 Overview
The overall design of APPATCH is depicted in Figure 4. We tar-
get a realistic vulnerability patching scenario with APPATCH,
in which (1) the vulnerability manifestation locations (i.e.,
vulnerable statements) and (2) the vulnerability types (i.e.,
CWE IDs) of a given program to patch are available. Prior to
the patching time, APPATCH demonstrates to LLMs correct
reasoning towards patch generation with (3) existing vulnera-
ble samples for which the ground-truth patches are known in
addition. These three constitute the inputs to APPATCH.

With these inputs, APPATCH operates in two phases. In
Phase 1: Exemplar Mining, through semantics-aware scop-
ing (1.1), it union-slices [8] each given vulnerable sample to
capture its vulnerability semantics (essential behavior of the
vulnerability, as formally defined in §3.2). Then, APPATCH
proceeds with exemplar generation (1.2), producing a pool of
exemplars each including the root cause analysis, fixing strat-
egy, and ground-truth patch. The root cause and fixing strategy
are also generated by the LLMs automatically, according to
the vulnerability semantics along with the ground-truth patch.
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Figure 4: An overview of APPATCH’s design, including its inputs, two main working phases, and outputs.

Next, in Phase 2: LLM-Guided Causal Patching, the
given program to patch is also scoped into vulnerability se-
mantics (2.1). Then, through dynamic adaptive prompting
(2.2), APPATCH analyzes the root cause of the given vulner-
ability with an LLM and selects similar exemplars based on
the root cause. With the chosen exemplars, candidate patches
are generated via CoT prompting on the LLM. Finally, the
generated patches are validated and refined through multiple
LLMs through a multi-faceted patch validation (2.3) process.

As a result, the validated patches are returned as the out-
puts of APPATCH. Note that while both phases rely on LLMs
for automated root cause and fixing strategy identification
using the vulnerability semantics reasoning, Phase 1 addi-
tionally feeds the ground-truth patches to the models, This
addition is essential because it is expected to help LLMs gen-
erate root cause and fixing strategy that are more likely correct
than otherwise hence serving the demonstrating (exemplar)
purposes to elicit LLMs’ similar reasoning at patching time.

3.2 Vulnerability Semantics

We introduce this core concept underlying APPATCH with
following insights. First, although a vulnerable program may
contain many lines of code, oftentimes only a relatively small
portion of those lines actually causes the vulnerability. By
focusing on this portion, which scopes the semantics of the
code that makes it vulnerable (intuitively noted as vulnerabil-
ity semantics for now) we can enable LLMs to perform more
effective vulnerability analysis. Second, mainstream LLMs
often struggle with processing and generating long texts. By
narrowing the scope to vulnerability semantics, we can also
reduce the length of the exemplars, prompts, and responses,
thereby minimizing potential distractions for the LLMs and
improving their performance. Third, vulnerability-relevant
control/data flow is what is difficult for LLMs to understand
without guidance on reasoning about the flow [44]—thus,
vulnerability semantics-based reasoning is necessary to guide
LLMs to conduct effective vulnerability patching.

Therefore, we define vulnerability semantics as the aspects
of a program’s code that contribute to its vulnerabilities. These
of course include statements where the vulnerabilities are
triggered. However, such statements alone do not cause vul-

nerabilities unless they can be exploited via external inputs.
Thus, to effectively capture vulnerability semantics, it is im-
portant to consider how these statements are influenced by
the program’s external inputs through control and data flow
dependencies. Therefore, we also include the contextual state-
ments that influence the vulnerability statements as part of
vulnerability semantics, based on the data and control flow.

Given a program P, which consists of a set S of statements,
the set of vulnerability locations Sv ⊆ S are statements where
the vulnerability manifests. The set of external inputs EI ⊆ S
consists of statements where external input data is received or
retrieved by P. This includes program input variables, returns
from external function calls that read data, and global states
modified by other functions (such as memory allocations,
file input, network input, etc.). The vulnerability semantics
V (P,Sv,EI) is defined as the union of all static backward
slices of the program P starting from any of the vulnerability
locations Sv and terminating at any of the external inputs in
EI. That is,

V (P,Sv,EI) =
⋃

ei∈EI

⋃
sv∈Sv

Slice(P,sv,ei)

where:
• Slice(P,sv,ei) is the set of all statements in the static back-

ward slice from sv to ei.

• A static backward slice from sv to ei is the subset of state-
ments in P that affect the execution at sv, tracing backward
along control and data dependencies to reach ei.

Note that the vulnerability locations and external inputs may
be in different functions. Therefore, we perform interproce-
dural backward slicing to capture the vulnerability semantics
comprehensively. In this way, V (P,Sv,EI) represents the set
of all statements in P that are relevant to the flow of data
and control from any of the external inputs EI to any of the
vulnerability locations Sv.

As an example, Figure 1 illustrates a partial representation
of vulnerability semantics. We start from a vulnerable state-
ment (sv) at line 48 and conduct union slicing to the program
input based on data and control dependencies (marked with
red and orange arrows). As a result, the statements marked
as yellow are the contexts of the vulnerable statement. The
vulnerable statement (marked in red), the external input (in
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Algorithm 1: Semantics-Aware Scoping
Input: P: input program, Sv: vulnerable statements
Output: V (P,Sv,EI): vulnerability semantics (code representation)

1 Function SemanticsAwareScoping(P,Sv,EI)
2 sdg← ExtractSDG(P); // Construct SDG for the program P

3 EI ← IdentifyExternalInputs(P); // Identify external inputs

4 V ← InitializeSlice(); // Initialize an empty set

5 foreach ei in EI do
6 foreach sv in Sv do
7 BSei← ComputeBackwardSlice(sdg,sv,ei); // Backward slice

starting from a vulnerable location sv until reaching an external input ei
8 V ← V ∪BSei; // Unionize the above backward slice

9 return V ;

purple), and its contextual statements constitute (the code
representation of) the vulnerability semantics for the sample.

3.3 Exemplar Mining (Phase 1)
3.3.1 Semantics-Aware Scoping (Step 1.1)

In this step, APPATCH extracts the essential code that repre-
sents the vulnerability semantics from each of the existing
vulnerable code samples. To that end, it first analyzes the sam-
ple and constructs its system dependence graph (SDG) [23]
through an interprocedural dependence analysis. An SDG is
a representation that combines both data dependencies and
control dependencies of a program; thus, it is essential in com-
puting the vulnerability semantics of a program. As shown in
Algorithm 1, the vulnerability semantics computation begins
this process by building the SDG (line 2). Then, we perform a
simple static analysis to realize IdentifyExternalInputs
(line 3). We first curate a set of external functions that may
produce external inputs or cause side effects to program states
(e.g., malloc, socket_recv, scanf). Then, it traverses the pro-
gram’s control flow graph (CFG), identifying each callsite of
any of these external functions. To be more comprehensive, it
also considers the definition sites of program’s input variables
as an external input (we simply treat the program entry point
as the joint entity of those definition sites).

As the main loop begins, we compute the interprocedural
backward slice from each of the vulnerable statements sv to
each of the external input ei (lines 5-8), via another static anal-
ysis based on the SDG just constructed. It traverses the sdg
from sv, identifies backward dependencies transitively until
ei is reached (which has no further backward dependence).
Finally, we compute the union slice [8] for all external inputs
in EI (line 8) and return it as the (code representation of the)
vulnerability semantics (line 9).

3.3.2 Exemplar Generation (Step 1.2)

With the vulnerability semantics computed in Step 1.1, Step
1.2 generates the exemplars from the given existing vulner-
able samples. Since our dynamic adaptive prompting lever-
ages CoT prompting which guides LLMs to generate quality

patches with appropriate intermediate reasoning, we divide
the overall reasoning process into three high-level steps: (1)
vulnerability semantics reasoning (as root cause analysis), (2)
fixing strategy identification, and (3) patch generation. How-
ever, it is difficult to write the reasoning for each collected
sample manually. Therefore, we leverage LLMs to automati-
cally generate the exemplars. Since we have the ground-truth
patches in the given existing samples, we prompt the LLMs
to generate (1) with the following template:

Q: Given the following code slice Vexem, which has a vul-
nerability among <CWE-IDs> and lines Sv, the patch is
<ground-truth patch>. Starting with the external inputs:
<EI identified>, reason about the vulnerable behavior step
by step until the vulnerability is determined.

Since the code slice V is interprocedural across the whole
program, it is likely to contain a large number of code state-
ments [10], making it difficult for LLMs to process. Therefore,
the EI identified are only part of the full set of EI identified in
Algorithm 1 that reach any of the patch locations. Then, the
code slice provided to LLMs Vexem only contains the paths
between any of such identified EI subset and any of the vul-
nerable statements. This helps LLMs concentrate on the most
essential parts of the program for vulnerability patching.

In this template (as well as the one for dynamic adaptive
prompting’s root cause generation), we leverage vulnerability-
semantics-guided reasoning, which is described as "Starting
with the external inputs, reason about the vulnerable behavior
step by step until the vulnerability is determined". Although
this is simple, it significantly helps LLMs analyze the vulner-
ability root cause comprehensively and effectively. Figures 5
and 9 show the comparison between the root cause analysis
with and without vulnerability-semantics-guided reasoning.
Without such reasoning, the output misses many details for
the vulnerability causes, which make the analysis inaccurate.

The key insight underlying our automated exemplar gener-
ation is that, with the ground-truth patches provided, LLMs
are capable of generating the correct reasoning steps which
are helpful to guide themselves to generate patches given new
samples to patch. To corroborate this hypothesis, we conduct
a preliminary experiment on the real-world samples from our
collected dataset (see §5.1). Based on our manual inspection
on the generated exemplars by GPT-4, 92.98% of the reason-
ing are correct, indicating that using LLMs to automatically
generate exemplars is effective. These exemplars compose
the quality exemplar pool for the dynamic adaptive prompting
step (Step 2.2) to select exemplars from.

3.4 LLM-Guided Causal Patching (Phase 2)
3.4.1 Semantics-Aware Scoping (Step 2.1)

In Phase 2, given a testing sample that contains vulnerable
code and its vulnerability location, APPATCH again computes
the vulnerability semantics with the semantics-aware scop-
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ing module. The process is the same as the one in Step 1.1:
we construct the SDG from the source code, then get the
vulnerability semantics via Algorithm 1.

3.4.2 Dynamic Adaptive Prompting (Step 2.2)

With the vulnerability semantics computed in Step 2.1, we
perform dynamic adaptive prompting to guide the LLMs
to generate patches. The overall algorithm of this dynamic
adaptive prompting step is shown in Algorithm 2. APPATCH
leverages a progressive prompting strategy which prompts
the LLMs to generate the root cause, select exemplars, and
generate the patch in separated prompts. This is to (1) guide
the LLMs to generate the patches step by step and (2) allow
LLMs to obtain the information and exemplars on demand.

Algorithm 2: Dynamic Adaptive Prompting
Input: vul_slice: vulnerable slice, exemplars: mined exemplars
Output: cand_patches: candidate patches

1 Function DynPrompting(vul_slice, exemplars)
2 cause← GenCause(vul_slice) // Generate root cause of the slice

3 chosen_exemplars← [] // Initialize an empty list

4 foreach exemplar in Exemplars do
5 exemplar_cause← GetExemCause(exemplar) // Extract cause

6 comp_ans← CompareCause(cause, exemplar_cause)
7 if comp_ans is Yes then
8 chosen_exemplars.insert(exemplar) // Add similar exemplars

9 if SizeOf(chosen_exemplars)≥8 then
10 break // Break when the exemplars are enough

11 cand_patches←GenPatch(chosen_exemplars, vul_slice)
12 return cand_patches;

13 Function GenCause(vul_slice)
14 cause_slice←GetVulFuncSlice(vul_slice) // Get vulnerable function slice

15 LLMAns← GenCauseByLLM(cause_slice) // Get response from LLMs

16 while HasExpandDemand(LLMAns) do
17 cause_slice← cause_slice ∪ GetDemandedFuncSlice(LLMAns)
18 LLMAns← GenCauseByLLM(cause_slice)

19 return LLMAns

Root Cause Generation. We again leverage vulnerability
semantics reasoning to generate root cause analysis: given
the vulnerability semantics computed (i.e., the union slice
noted as Vcause), the CWE IDs, and the vulnerable statements
Sv, APPATCH first prompts the LLMs to generate the root
cause (i.e., the natural-language description of the vulnerabil-
ity semantics reasoning steps). We prompt the LLM with the
following template:

Q: Given the following code slice: Vcause which
has a vulnerability among <CWE-IDs> and lines:
Sv. Starting with the external inputs: <EI identi-
fied>, reason about the vulnerable behavior step by
step until the vulnerability is determined. If you en-
counter uncertainty due to a lack of function definitions,
please tell the functions needed with the format {"con-
text_funcs":[func_1,func_2,CALLER_of_func...]} where
"CALLER_of_func" is a placeholder for the caller of the
given functions.

In the prompt above, we start from the slice of the function
involving the vulnerable statements (line 14 in Algorithm 2)
and expand the slice on LLMs’ demand. Note that the EI
identified are only the part of EI identified in Algorithm I that
are relevant to the functions the LLM asked for so far. The
rationale is that LLMs usually have input token limitation
and thus we cannot input the whole projects into the models.
Even if the models are capable of accepting more tokens, the
irrelevant functions would distract the LLMs in analyzing
the vulnerabilities. Therefore, we only provide the part of the
slice that involves the functions that the LLM asks for. This
progressive prompting scheme, similar to LLift [28], is es-
sential for APPATCH to achieve interprocedural vulnerability
analysis and patching.

The algorithm for generating the root cause is shown in
Algorithm 2 lines 13-19. Given the vulnerability code slice
which may contain a large number of functions and state-
ments, we start with the part of the slice only involving the
functions that contain the vulnerability manifestation state-
ments (line 14). Then, we iteratively query LLMs with the
prompt template given earlier until the LLMs do not ask for
additional functions (lines 15-18). The final root cause analy-
sis is then returned to the main routine (DynPrompting) for
dynamic adaptive prompting.

Exemplar Selection. After generating the root cause anal-
ysis for the testing sample, we select appropriate exemplars
to prompt the LLMs to generate the patches. As shown in
Algorithm 2, an empty list, chosen_exemplars, is initialized
to store exemplars that closely match the root cause (line 3).
The selection process iterates through the set of pre-mined
exemplars and gets the vulnerability root causes from them
(lines 4-5). To select the exemplars, we prompt the LLMs to
compare the root cause analysis result of the testing sample
and each exemplar sample (line 6) with the following prompt:

Q: Are the following two root causes similar?
<exemplar_sample_root_cause>
<testing_sample_root_cause>
Please simply answer yes or no.

Considering that the complexity is O(mn) where m is the
number of exemplar samples and n is that of testing samples,
we let LLMs directly answer yes or no to save resources.

Figure 6 shows parts of the exemplar selection process for
the example in Figure 1. Once the used LLM answers yes,
the root cause analysis, fixing strategy, and the ground-truth
patch of that exemplar sample will be used as the exemplar
to prompt the LLMs to patch the testing sample (lines 7-8).
We follow the original CoT work [51] and only select up to 8
exemplars for each testing sample.

Patch Generation. Once the exemplars are selected,
APPATCH prompts the LLMs to generate the patch (line 11)
with the following template:

6



A: Let's analyze the provided code to identify how this vulnerability manifests:
1. **Initialization and Loop Setup**:

- `cp` is initialized to point to the input string `str`.
- A `while` loop iterates over `str` until a null character is encountered, indicating the end of the string.

2. **Character Search and Increment**:
- Inside the loop, `cp` is set to the location of character `ch` in `str` using `Jsi_Strchr(cp, ch)`. If `ch` is not found, `cp` would be set to `NULL`.
- The inner `while` loop increments `cp` until a space character is found or the end of the string is reached. This loop intended to skip over non-space characters following `ch`.

3. **End of String Check**:
- After the inner loop, there's a check if `cp` is `NULL` or points to a null character. If true, the loop breaks, ending the parsing.

4. **Pointer Increment and Count**:
- `cp` is incremented to move past the found character or space, and `cnt` is incremented to count the number of segments or tokens.

5. **Memory Allocation and Pointer Setup**:
- `argv` is assigned the value from `Jsi_DSValue(dStr)`. This function is not defined in the provided code, so its behavior is unknown. We assume it returns a pointer to some
allocated memory intended to store pointers to tokens.
- `p` is set to point to an offset from `argv`, specifically `&(argv[cnt+2])`. This seems intended to point to a location right after the space allocated for `argv` pointers.

6. **String Copy**:
- `Jsi_Strcpy(p, str)` copies the entire input string `str` to the location pointed to by `p`.
**Vulnerability Analysis**:
- The critical issue arises at the line `p = (char*)&(argv[cnt+2]);`. Here, `p` is calculated based on `cnt`, which is incremented for each token found in `str`. However, there's no 
check to ensure that this calculation does not exceed the memory initially allocated for `argv`. If `cnt` becomes large enough, `p` could point beyond the allocated memory for 
`argv`, leading to an out-of-bounds write when `Jsi_Strcpy(p, str)` is executed.

Q: Given the following code slice
<Code slice of function Jsi_Strcpy marked in Figure 1> 
which has a CWE-787 vulnerability at line 24. Starting with input, reason about the vulnerable behavior step by step until the vulnerability is determined. If you encounter uncertainty 
due to a lack of function definitions, please tell the functions needed with the format {"context_funcs":[func_1,func_2,CALLER_of_func...]} where"CALLER_of_func" is a 
placeholder for the caller of the given functions.
A: {"context_funcs":[CALLER_of_ Jsi_Strcpy...]}
Q: Given the following code slice
<Code slice of function Jsi_Strcpy and SplitChar marked in Figure 1>
which has a CWE-787 vulnerability at line 24. Starting with input, reason about the vulnerable behavior step by step until the vulnerability is determined. If you encounter uncertainty …

Figure 5: Root cause analysis generated by GPT-4 with vulnerability semantics reasoning for the sample in Figure 1.

Q: Does the following two vulnerabilities share similar root causes? Please 
simply answer yes or no without explanation
// root cause of a
"""
- 1: Validate `num`:
- `num` is obtained from `hello->getOfferNum()`

- 2: Array Size and Indexing:
- The size of the `offered` array is fixed at `max_offered + 1`.
- The loop iterates `num` times

Potential Vulnerability:
- The vulnerability arises if `num` exceeds `max_offered + 1`, which results

in writing past the end of the `offered` array.
// root cause of the testing sample
"""
1. **Initialization and Loop Setup**:
- `cp` is initialized to point to the input string `str`…
....
6. **String Copy**:
- `Jsi_Strcpy(p, str)` copies the entire input string `str` to the location pointed 
to by `p`.
**Vulnerability Analysis**:
- The critical issue arises at the line `p = (char*)&(argv[cnt+2]);`. Here, `p` 
is calculated based on `cnt`, which is incremented for each token found in 
`str`. However, there's no check to ensure that this calculation does not 
exceed the memory initially allocated for `argv`. If `cnt` becomes large 
enough, `p` could point beyond the allocated memory for `argv`, leading to 
an out-of-bounds write when `Jsi_Strcpy(p, str)` is executed.
"""
A: Yes // The is selected for prompting 
Q: Does the following two vulnerabilities share similar root causes? Please 
simply answer yes or no without explanation
// root cause of a
"""
1. **Understanding the Code:**

- The function `rfcomm_get_dev_list` takes a user-space pointer `arg` as
an argument.
  …

- Memory is allocated using `kmalloc`.
2. **Identifying the Vulnerability:**
- If the allocated memory is not properly initialized, it can lead to undefined 
behavior when the memory is accessed, potentially leading to security 
vulnerabilities such as information leakage or use of uninitialized data."""
// root cause of the testing sample
// Same as above
A: No // The is NOT selected for prompting 

Figure 6: Exemplar selection by GPT-4 for the sample in
Figure 1.

<selected exemplars>
Q: Given the following code slice: Vcause which has a vul-
nerability among <CWE-IDs> and lines: Sv, please gener-
ate five possible patches for the vulnerability.
A: Step 1. <root cause analysis>

In this prompt, we first provide the selected exemplars
where each exemplar includes its vulnerability semantics
(union slice), CWE-IDs, vulnerable statements, as well as the
root cause analysis, the fixing strategy, and the ground-truth
patch. This is to guide the LLMs to patch the testing sample
with a similar, complete workflow. Then, we provide the test-

// Selected Exemplar 1
Q: Given the following code slice: <slice code>
which has a CWE-787 vulnerability at line <vulnerable line>, please 
generate five possible patches for the vulnerability.
A:
Step 1. <Root cause analysis for the selected >
Step 2. <Fixing Strategy for the selected >
Step 3. <Patch of the selected >
// Selected Exemplar 2
……
// Selected Exemplar 8
// Testing sample from Figure 1
Q: Given the following code slice: <Slice in Figure 5>
which has a CWE-787 vulnerability at line 24, please generate five 
possible patches for the vulnerability.
Step 1. Root Cause Analysis: ...
Step 2. Fixing Strategy: To fix this vulnerability, the code should 
check sufficient space before copying.
Step 3. Patch Generation: 
```
< Jsi_Strcpy(p, str);
---
> if ((char*)p - Jsi_DSValue(dStr) + Jsi_Strlen(str) < 
Jsi_DSLength(dStr)) {
> Jsi_Strcpy(p, str);
> } else {
> // Handle error: not enough space
> }
```
…… // Other four candidate patches.

Figure 7: GPT-4’s patch for the sample in Figure 1 with
APPATCH.

ing sample’s vulnerability semantics slice (Vcause) used for
the final root cause generation, CWE-IDs, and the vulnera-
ble statements (Sv) with the same format as the exemplars.
We also prompt the LLMs to generate more than one candi-
date patch so that the recall can be improved and developers
have more choices to select appropriate patches from. To
avoid repeated output, we also add the root cause generated
in the previous step for the LLMs to follow through. With the
dynamically selected exemplars, the LLMs are expected to
generate quality patches.

3.4.3 Multi-Faceted Patch Validation (Step 2.3)

After generating the candidate patches, we further leverage
multi-faceted (i.e., fixing vulnerability and preserving func-
tionality) patch validation to reduce incorrect patches which
are not useful for developers. Considering that the same LLM
may not be effective for validating the generated patches by
itself, we leverage the ensemble method to conduct the vali-
dation. Therefore, multiple effective LLMs for vulnerability
patching are used for the validation.
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Algorithm 3: Multi-Faceted Patch Validation
Input: cand_patches: candatate patches, llms: LLMs used for validation
Output: valid_patches: validated patches

1 Function PatchValidation(cand_patches, llms)
2 valid_patches gets cand_patches
3 foreach cand_patch in cand_patches do
4 retain← False
5 foreach llm in llms do
6 val_ans← ValPatchLLM(cand_patch, llm) // Validate the patch

with an LLM

7 if val_ans is Yes then
8 retain←True // Remove the patch if all the LLMs think it is invalid

9 if retain is False then
10 valid_patches.remove(cand_patch)

11 return valid_patches

Q: Given the following code slice: <vulnerability
semantics slice in Figure 5> which has a CWE-787 vulner-
ability at line 24, please validate whether the following patch fixes the vulnerability while 
keeping the functionality: <patch>. Please simply answer yes or no.
```
< Jsi_Strcpy(p, str);
---
> if ((char*)p - Jsi_DSValue(dStr) + Jsi_Strlen(str) < Jsi_DSLength(dStr)) {
> Jsi_Strcpy(p, str);
> } else {
> // Handle error: not enough space
> }
```

A: Yes // By GPT-4     A: yes // By Gemini       A: Yes // By Claude3    A: Yes // By Llama3

Figure 8: Multi-faceted patch validation for the sample in
Figure 1.

Algorithm 3 shows the workflow for the validation. It ini-
tializes by considering all candidate patches as potentially
valid (line 2). It then enters a nested loop where each candi-
date patch is evaluated independently against each LLM to
ascertain its validity (lines 3-4). Within the inner loop, each
patch undergoes a validation check by an individual LLM,
which determines if the patch is effective (line 5). Each LLM
evaluates whether each generated patch fixes the vulnerability
correctly with the following prompt:

Q: Given the following code slice: Vcause which has a vul-
nerability among <CWE-IDs> and lines: Sv. Please val-
idate whether the following patch fixes the vulnerability
while keeping the functionality: <patch>. Please simply
answer yes or no.

In the prompt, we also ask the LLMs whether the patch
keeps the functionality to avoid valid but incorrect patches.

Figure 8 shows the multi-faceted patch validation prompts
and answers for the example in Figure 1. If any LLM approves
the patch, a flag (retain) is set to True, indicating that the patch
should be retained in the list of valid patches (lines 6-8). If
after evaluation by all the LLMs, a patch is not validated by
any (i.e., the retain flag remains False), it is removed from the
list of valid patches (lines 9-10). This step ensures that only
those patches that have been validated by at least one LLM
are kept. The algorithm concludes by returning the refined list
of validated patches, which have passed through this rigorous
validation process (line 11). We use such an approach rather

Table 1: LLMs used in our study
Model Version #Params Max #Tokens Vendor Release date Cutoff Date

Gemini-1.5 gemini-1.5-pro 50T 30,720 Google May 2024 Nov. 2023
Claude-3.5 claude-3.5-sonnet 70B 200,000 Anthropic Jun. 2024 Apr. 2024

GPT-4 gpt-4-turbo 175B+ 128,000 OpenAI May 2024 Oct. 2023
Llama-3.1 llama-3.1-70b 70B 4,096 Meta July 2024 Dec. 2023

than majority voting because APPATCH aims to improve the
recall while keeping the precision, which is more practically
valuable than otherwise for real-world developers. Majority
voting may improve the precision but reduce the recall, which
is less helpful for real-world patching.

4 Implementation

To support the generation of interprocedural vulnerability se-
mantics, we use Joern [53] to construct the SDG of the given
vulnerable program under patching. In this work, since we
evaluate APPATCH on a number of C code samples without
compiling them, we chose Joern which is a powerful tool
designed for scalable code analysis without requiring com-
pilability of the input code. Specifically, we first obtain the
PDG (which includes the control and data dependencies) for
each function (which Joern immediately provides). Then, we
leverage the call graph also provided by Joern to conduct
the interprocedural dependence analysis hence building the
SDG. With the SDG, we extract the interprocedural back-
ward slice from the vulnerable statements. In this work, we
reuse the script from SySeVR [33] to quickly query the con-
trol flow nodes for the respective statements and find the
in-degree edges and nodes. Based on this, we further imple-
ment the semantics-aware scoping algorithm, as shown in
Algorithm 1. The extracted vulnerability semantics slices are
stored as sliced source code text for LLMs to use.

5 Evaluation

We evaluate APPATCH via four research questions (RQs):
• RQ1: How effective is APPATCH for real-world vulnerabil-

ities patching?

• RQ2: How does each of the key design components of
APPATCH contribute to its overall performance?

• RQ3: How effective is APPATCH compared to existing
vulnerability patching techniques?

• RQ4: How efficient is APPATCH for patch generation?
We first describe the LLMs, datasets and metrics used. Then,
we answer the four research questions above.
LLMs. Table 1 summarizes the four SOTA LLMs chosen
for our study to cover the latest models of a variety of sizes
and vendors. Gemini-1.5 [45] and Claude-3.5 [5] are the
latest LLMs from Google and Anthropic, respectively. We
chose their most popular powerful (Pro and Sonnet) for both
effectiveness and efficiency. GPT-4 is the latest and most
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powerful LLM from OpenAI and we use its most power-
ful version GPT-4-Turbo. Llama3.1 [46] is an SOTA LLM
from Meta, of which we also chose to use the powerful ver-
sion llama-3.1-70b for our experiments. We chose general-
purpose LLMs instead of code-specific ones (e.g., CodeL-
lama) because the latter are less capable of code analysis.
As shown in Appendix Table 9, our preliminary experiments
revealed that APPATCH, when based on popular code-specific
LLMs (CodeLlama [2], CodeQwen 1.5 [3], and DeepSeek-
Coder-v2 [57]), achieved only 1.21%, 10.12%, and 9.09% F1
scores, respectively, significantly lower than the performance
of general-purpose LLMs when used in APPATCH as base
LLMs as shown in Table 2.
Datasets. To collect exemplar samples for Phase 1 (Exemplar
Mining), we use existing widely used vulnerability datasets
PatchDB [49] and CVEFixes [9], where PatchDB con-
tains 12073 real-world fixing samples and CVEFixes con-
tains 4,120 real-world fixing samples in C language. In this
work, we select the samples with the most popular CWEs
in C languages: CWE-787 (out-of-bound write), CWE-125
(out-of-bound read), CWE-190 (integer overflow), CWE-401
(memory leak), CWE-457 (use of uninitialized variable), and
CWE-476 (use of NULL pointer). However, some of the fixes
contain edits not relevant to vulnerabilities (e.g., code refac-
toring or adding new functionalities). Therefore, we manually
inspect each of the samples and filter out the inappropriate
samples. To be realistic, we read the vulnerability reports
and label vulnerability manifestation locations, rather than
the code changed lines in the vulnerability fixing commits.
We applied an inter-rater agreement/consensus procedure—
each author independently labeled them, followed by cross-
checking outcomes and discussions to resolve disagreements.
We also remove the overlapped samples between PatchDB
and CVEFixes, as well as confirming that there is no overlap
between the training set and the testing sets discussed below.
As a result, we collect 306 vulnerability fixing samples.

For the testing set, considering that the latest powerful
LLMs are trained on existing data, it is possible that they have
seen the samples in PatchDB and CVEFixes during the train-
ing. Thus, there may be data leakage and contamination issues
if we use the samples from PatchDB and CVEFixes as the
testing set. Therefore, we collect a Zero-Day dataset
where all the vulnerabilities were reported after the latest
cutoff date of the LLMs (04/2024 from Claude-3.5-Sonnet).
As a result, we collect 97 vulnerabilities which also cover
the same CWEs as PatchDB and CVEFixes. Among them,
21 vulnerabilities are interprocedural where the vulnerabil-
ity manifestation locations and the patching locations are
in different functions. These samples cover 18 open-source
projects including Linux Kernal, FFmpeg, etc. Appendix Ta-
ble 8 shows the detailed statistics of the dataset.

To compare APPATCH with existing vulnerability patch-
ing techniques, we also use an existing vulnerability dataset
ExtractFix [20] for comparison experiments. The sam-

ples from ExtractFix are compilable and come with test cases
that allow us to validate patches. From this dataset, we collect
20 vulnerabilities that can be reproduced, for each of which
we label the manifestation locations and the CWE IDs based
on the crash information from the test cases. Detailed statis-
tics of this dataset can be also found in Appendix Table 8. We
also addressed data leakage concerns with it in Appendix E.
Metrics. Since the dataset covers many projects and it is dif-
ficult to compile each of the samples and use the test cases to
validate the generated patches (furthermore, some of the sam-
ples do not come with test cases), we cannot automatically
validate the generated patches if they do not exactly match the
ground truths. Therefore, we manually check each generated
patch. To improve the manual evaluation and better under-
stand the generated patches, we consider four metrics: (1) if
the generated patch exactly matches the ground truth, we con-
sider it as syntactic equivalent (SynEq); (2) if the generated
patch does not exactly match the ground truth but the behavior
is the same as the ground truth, we consider it as semantically
equivalent (SemEq); (3) if the patch has different behavior
from the ground truth but still fix the vulnerability without
breaking the code functionality, we consider it as plausible;
(4) all the samples with the three metrics above are consid-
ered as correct. To better simulate the real-world patching
scenarios, we prompt the LLMs to generate up to five patches
so that developers can pick up the one most suitable to patch
the vulnerable code. To better evaluate the generated patches,
we consider three measures:

recall =
# f ixed samples
#testing sample

(1)

precision =
#correct patches

#generated patches
(2)

F1 =
2× recall× precision

recall + precision
(3)

where f ixed sample means a sample where at least one of
the generated patches fix the vulnerability.

5.1 RQ1: Effectiveness

Table 2 shows the effectiveness of APPATCH against the
two testing datasets. We notice that APPATCH achieves the
best overall effectiveness for vulnerability patching. With
APPATCH, GPT-4, Gemini-1.5, Claude-3.5, and Llama-3.1
achieve 33.30%, 20.44%, 36.46%, and 24.28% F1 for the cor-
rectness metric on our collected Zero-Day dataset, which is
the best among other prompting approaches. On the existing
ExtractFix dataset, APPATCH again achieves the best among
other prompting approaches, with 68.41%, 42.90%, 73.86%,
and 64.20% F1 for the correctness metric, respectively. The
overall effectiveness on ExtractFix dataset is higher, indicat-
ing the challenges on Zero-Day vulnerability patching.
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Table 2: Effectiveness of APPATCH

Model Approach

Zero-Day Dataset ExtractFix Dataset
SynEq SemEq Plausible Correct SynEq SemEq Plausible Correct

Recall Prec F1 Recall Prec F1 Recall Prec F1 Recall Prec F1 Recall Prec F1 Recall Prec F1 Recall Prec F1 Recall Prec F1

GPT-4

APPATCH 6.19% 1.64% 2.59% 26.80% 14.48% 18.80% 25.77% 12.84% 17.14% 39.18% 28.96% 33.30% 5.00% 2.30% 3.15% 75.00% 42.53% 54.28% 40.00% 10.34% 16.44% 90.00% 55.17% 68.41%
No Validation 7.22% 1.46% 2.42% 28.87% 13.10% 18.02% 28.87% 11.02% 15.95% 44.33% 25.57% 32.43% 5.00% 1.98% 2.84% 80.00% 41.58% 54.72% 45.00% 9.90% 16.23% 90.00% 53.47% 67.08%
No Slicing 3.09% 0.61% 1.02% 28.87% 8.98% 13.70% 21.65% 9.80% 13.49% 39.18% 19.39% 25.94% 10.00% 1.98% 3.31% 65.00% 41.58% 50.72% 30.00% 11.88% 17.02% 80.00% 55.45% 65.50%
Random Exemplars 5.15% 1.02% 1.71% 31.96% 11.48% 16.89% 23.71% 6.97% 10.77% 44.33% 19.47% 27.05% 10.00% 1.98% 3.31% 75.00% 35.64% 48.32% 50.00% 17.82% 26.28% 80.00% 55.45% 65.50%
Manual Exemplars 3.09% 1.03% 1.54% 28.87% 11.11% 16.05% 17.53% 5.97% 8.90% 42.27% 18.11% 25.35% 5.00% 0.99% 1.65% 70.00% 39.60% 50.59% 35.00% 11.88% 17.74% 85.00% 52.48% 64.89%
Direct Reasoning 3.09% 0.62% 1.03% 22.68% 8.28% 12.13% 19.59% 6.83% 10.13% 36.08% 15.73% 21.91% 5.00% 0.99% 1.65% 75.00% 43.56% 55.11% 30.00% 6.93% 11.26% 80.00% 51.49% 62.65%
Standard Prompting 3.09% 0.62% 1.03% 18.56% 7.19% 10.36% 17.53% 6.78% 9.77% 30.93% 14.58% 19.82% 5.00% 0.99% 1.65% 65.00% 40.59% 49.98% 30.00% 9.90% 14.89% 65.00% 51.49% 57.46%
Zero-shot Completion 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 12.37% 6.78% 8.76% 12.37% 6.78% 8.76% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 15.00% 3.96% 6.27% 15.00% 3.96% 6.27%

Gemini-1.5

APPATCH 2.06% 0.56% 0.88% 9.28% 6.16% 7.41% 21.64% 9.80% 13.49% 26.80% 16.53% 20.44% 0.00% 0.00% 0.00% 35.00% 18.68% 24.20% 30.00% 16.48% 21.28% 50.00% 35.16% 42.90%
No Validation 2.06% 0.55% 0.87% 9.28% 6.32% 7.52% 21.64% 9.61% 13.31% 26.80% 16.48% 20.41% 0.00% 0.00% 0.00% 35.00% 17.46% 23.30% 30.00% 15.87% 20.76% 50.00% 33.33% 40.00%
No Slicing 0.00% 0.00% 0.00% 10.31% 5.08% 6.81% 18.56% 10.56% 13.69% 24.74% 15.93% 19.38% 0.00% 0.00% 0.00% 20.00% 15.94% 17.74% 35.00% 18.84% 24.50% 40.00% 34.78% 37.21%
Random Exemplars 1.03% 0.34% 0.51% 12.37% 5.82% 7.92% 15.46% 8.56% 11.02% 24.74% 14.72% 18.46% 5.00% 1.09% 1.79% 35.00% 17.39% 23.24% 25.00% 10.87% 15.15% 45.00% 29.35% 35.53%
Manual Exemplars 2.06% 0.68% 1.03% 9.28% 4.11% 5.70% 17.52% 10.96% 13.48% 22.68% 15.75% 18.59% 0.00% 0.00% 0.00% 25.00% 13.79% 17.78% 30.00% 14.94% 19.95% 45.00% 28.74% 35.07%
Direct Reasoning 1.03% 0.29% 0.46% 8.25% 3.24% 4.66% 20.61% 8.85% 12.39% 25.77% 12.38% 16.73% 0.00% 0.00% 0.00% 45.00% 30.21% 36.15% 10.00% 3.13% 4.76% 45.00% 33.33% 38.30%
Standard Prompting 1.03% 0.26% 0.41% 11.34% 4.10% 6.03% 18.56% 6.92% 10.08% 25.77% 11.28% 15.69% 0.00% 0.00% 0.00% 20.00% 12.87% 15.66% 30.00% 12.87% 18.01% 45.00% 25.74% 32.75%
Zero-shot Completion 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 3.09% 1.21% 1.74% 3.09% 1.21% 1.74% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 20.00% 8.24% 11.67% 20.00% 8.24% 11.67%

Claude-3.5

APPATCH 4.12% 0.92% 1.51% 37.11% 17.32% 23.62% 22.68% 10.62% 14.47% 49.48% 28.87% 36.46% 10.00% 2.04% 3.39% 80.00% 44.90% 57.52% 45.00% 18.37% 26.09% 85.00% 65.31% 73.86%
No Validation 5.15% 1.07% 1.78% 37.11% 16.52% 22.87% 22.68% 10.09% 13.96% 50.52% 27.68% 35.77% 10.00% 1.98% 3.31% 80.00% 44.55% 57.23% 45.00% 17.82% 25.53% 85.00% 64.36% 73.25%
No Slicing 3.09% 0.63% 1.05% 27.84% 12.47% 17.23% 27.84% 10.57% 15.32% 41.24% 23.68% 30.08% 10.00% 1.98% 3.31% 65.00% 44.55% 52.87% 30.00% 7.92% 12.53% 80.00% 54.46% 64.80%
Random Exemplars 1.03% 0.21% 0.34% 28.87% 15.11% 19.84% 17.53% 6.83% 9.83% 41.24% 22.15% 28.82% 5.00% 0.99% 1.65% 75.00% 43.56% 55.11% 45.00% 16.83% 24.50% 90.00% 61.39% 72.99%
Manual Exemplars 2.06% 0.42% 0.69% 29.90% 13.13% 18.24% 21.65% 8.13% 11.82% 41.24% 21.67% 28.41% 5.00% 0.99% 1.65% 80.00% 46.53% 58.84% 40.00% 9.90% 15.87% 85.00% 57.43% 68.54%
Direct Reasoning 2.06% 0.49% 0.80% 23.71% 14.32% 17.86% 17.53% 7.65% 10.66% 37.11% 22.47% 27.99% 5.00% 0.99% 1.65% 75.00% 52.48% 61.75% 35.00% 15.84% 21.81% 75.00% 69.31% 72.04%
Standard Prompting 2.06% 0.43% 0.72% 24.74% 12.61% 16.70% 14.43% 6.09% 8.56% 28.87% 19.13% 23.01% 15.00% 2.97% 4.96% 55.00% 40.59% 46.71% 25.00% 12.87% 16.99% 65.00% 56.44% 60.42%
Zero-shot Completion 0.00% 0.00% 0.00% 4.12% 1.12% 1.76% 15.46% 8.28% 10.78% 18.56% 9.40% 12.48% 0.00% 0.00% 0.00% 5.00% 3.49% 4.11% 30.00% 17.44% 22.06% 30.00% 20.93% 24.66%

Llama-3.1

APPATCH 1.03% 0.27% 0.42% 21.65% 9.55% 13.25% 18.56% 8.75% 11.89% 35.05% 18.57% 24.28% 5.00% 1.03% 1.71% 70.00% 44.33% 54.28% 20.00% 8.25% 11.68% 80.00% 53.61% 64.20%
No Validation 1.03% 0.22% 0.36% 22.68% 9.41% 13.30% 20.62% 8.09% 11.62% 38.14% 17.72% 24.20% 5.00% 0.99% 1.65% 70.00% 42.57% 52.95% 20.00% 7.92% 11.35% 80.00% 51.49% 62.65%
No Slicing 2.06% 0.49% 0.79% 20.62% 9.09% 12.62% 11.34% 4.67% 6.61% 28.87% 14.25% 19.08% 0.00% 0.00% 0.00% 70.00% 29.70% 41.71% 30.00% 10.89% 15.98% 75.00% 40.59% 52.68%
Random Exemplars 1.03% 0.22% 0.37% 15.46% 6.52% 9.17% 9.28% 4.49% 6.06% 23.71% 11.24% 15.25% 5.00% 0.99% 1.65% 65.00% 39.60% 49.22% 10.00% 2.97% 4.58% 75.00% 43.56% 55.11%
Manual Exemplars 3.09% 0.74% 1.19% 19.59% 11.30% 14.33% 11.34% 4.67% 6.61% 29.90% 16.71% 21.44% 5.00% 0.99% 1.65% 70.00% 34.65% 46.36% 30.00% 11.88% 17.02% 85.00% 47.52% 60.96%
Direct Reasoning 4.12% 0.83% 1.39% 15.46% 7.71% 10.29% 17.52% 6.45% 9.44% 31.95% 15.00% 20.41% 0.00% 0.00% 0.00% 70.00% 48.51% 57.31% 30.00% 5.94% 9.92% 70.00% 54.46% 61.26%
Standard Prompting 3.09% 0.63% 1.05% 14.43% 7.34% 9.73% 14.43% 5.87% 8.35% 24.74% 13.84% 17.75% 0.00% 0.00% 0.00% 60.00% 40.59% 48.43% 15.00% 5.94% 8.51% 65.00% 46.53% 54.24%
Zero-shot Completion 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 9.28% 4.17% 5.75% 9.28% 4.17% 5.75% 0.00% 0.00% 0.00% 5.00% 1.98% 2.84% 5.00% 2.97% 3.73% 5.00% 4.95% 4.98%

In terms of recall, Claude-3.5 achieves the best with 49.48%
on the Zero-Day dataset and GPT-4 acheives the best with
90.00% on the ExtractFix dataset. GPT-4 achieves the best
precision 28.96% on the Zero-Day dataset and Claude-3.5
achieves the best precision 65.31% on the ExtractFix dataset.
In terms of different metrics, Claude-3.5 has 37.11% and
80.00% recall on semantics equivalent against the Zero-
Day and ExtractFix datasets, respectively. This indicates that
APPATCH generates patches close to developers’ patches.

APPATCH is effective for vulnerability patching, with up
to 36.46% and 73.86% F1 on the Zero-Day and ExtractFix
dataset, respectively, showing its practical potential.

Table 3: Effectiveness of APPATCH against the interprocedu-
ral samples from the Zero-Day dataset

Approach Model Correct Model Correct
Recall Prec F1 Recall Prec F1

APPATCH

GPT-4

38.10% 26.67% 31.37%

Claude-3.5

47.62% 25.93% 33.57%
No Validation 38.10% 25.23% 30.35% 47.62% 25.23% 32.98%
No Slicing 33.33% 18.18% 23.53% 38.10% 21.78% 27.72%
Random Exemplars 33.33% 15.32% 20.99% 47.62% 19.82% 27.99%
Manual Exemplars 38.10% 17.27% 23.77% 42.86% 18.92% 26.25%
Direct Reasoning 38.10% 13.51% 19.95% 42.86% 19.81% 27.10%
Standard Prompting 19.05% 6.60% 9.81% 14.29% 6.86% 9.27%
Zero-shot Completion 9.52% 4.72% 6.31% 14.29% 5.94% 8.39%
APPATCH

Gemini-1.5

28.57% 14.14% 18.91%

Llama-3.1

38.10% 17.65% 24.12%
No Validation 28.57% 13.34% 18.18% 38.10% 14.41% 20.91%
No Slicing 23.81% 12.37% 16.28% 14.29% 23.08% 17.65%
Random Exemplars 23.81% 11.46% 15.47% 23.81% 10.89% 14.95%
Manual Exemplars 23.81% 11.11% 15.15% 19.05% 15.38% 17.02%
Direct Reasoning 23.81% 7.62% 11.54% 28.57% 10.81% 15.68%
Standard Prompting 4.76% 1.10% 1.79% 9.52% 3.13% 4.71%
Zero-shot Completion 0.00% 0.00% 0.00% 9.52% 2.70% 4.21%

5.2 RQ2: Contributions of Components
As shown in Table 2, we then examine the contributions of
the APPATCH components with the ablated prompting ap-
proaches. The numbers marked in red are the best F1 scores
achieved by the ablated prompting approaches. One of the ab-
lated versions, “Manual Exemplars”, corresponds to our prior
work [37], which is also an LLM-based patching baseline.

When we remove the multi-faceted patch validation, as
shown in the "no validation", we notice that the precision
drops and thus the F1 becomes lower, with 20.41%–35.77%

F1 on the Zero-Day dataset and 40.00%–73.25% F1 on the
ExtractFix dataset, indicating that the multi-faceted patch
validation is useful to improve the precision.

We then examine the contribution of semantics-aware scop-
ing. In this ablation study, instead of using the vulnerability
semantics slice, we directly input the whole source code sam-
ple into the LLMs for analysis. As shown in rows “No slicing”,
without the vulnerability semantics slicing, the recall, preci-
sion, and F1 drop significantly compared with APPATCH, with
19.08%–30.08% F1 on the Zero-Day dataset and 37.21%–
65.50% F1 on the ExtractFix dataset. The reason is that,
without slicing, the code not relevant to vulnerabilities is also
inputted into the LLMs, thus distracting the analysis and im-
pact the accuracy of the root cause analysis. To prove this, we
examine the correct rates of the reasoning on the testing sam-
ples. As Table 10 shows, vulnerability semantics reasoning
achieves higher accuracy if we have vulnerability semantics
scoping/slicing. This indicates the importance of inputting
core vulnerability semantics for analysis.

To examine the usefulness of dynamic adaptive prompting,
we conduct experiments with randomly selected exemplars
rather than selecting exemplars based on the root causes of
the vulnerabilities. Note that we still keep the CWEs of the ex-
emplars the same as the testing sample. As shown in the rows
“Random Exemplars”, we notice that the F1 scores drop dra-
matically compared with APPATCH.The exemplars selected
for prompting have promising fixing strategies which help
LLMs patch the vulnerability correctly, while they may pick
up incorrect fixing strategies to patch with random exemplars.
This indicates the importance and effectiveness of dynamic
prompting for vulnerability patching.

As the exemplars in our exemplar pool are generated by
LLMs, to examine whether these LLM-generated exemplars
are better than human curated exemplars, we also manu-
ally write exemplars following the same reasoning steps. As
shown in rows “Manual Exemplars”, the overall effectiveness
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drops significantly, indicating the effectiveness of adaptive
prompting for our LLM-based vulnerability patching design.

A: Root Cause Analysis: Looking at the given vulnerable code line and its 
context, the CWE-787 (out-of-bounds write) vulnerability exists in the code 
because the `Jsi_Strcpy` function is used to copy the contents of `str` to the 
memory location pointed to by `p`, which is calculated as `&(argv[cnt+2])`. If 
the value of `cnt` is such that `cnt+2` exceeds the allocated memory for `argv`, 
then writing to `p` using `Jsi_Strcpy` can lead to an out-of-bounds write 
vulnerability, which is CWE-787.

Q: Given the following code slice
<Code slice marked in Figure 1> 
which has a CWE-787 vulnerability at line 24, please analyze the root cause of 
the vulnerability. If you encounter uncertainty due to a lack of function 
definitions, please tell the functions needed with the format {"context_funcs": 
[func_1,func_2,CALLER_of_func...]} where"CALLER_of_func" is a 
placeholder for the caller of the given functions.
A: {"context_funcs":[CALLER_of_ Jsi_Strcpy...]}
Q: Given the following code slice
<Code slice of function Jsi_Strcpy and SplitChar marked in Figure 1>
 which has a CWE-787 vulnerability at line 24, please analyze the root cause of 
the vulnerability. If you encounter uncertainty …

Figure 9: Root cause analysis generated by GPT-4 without
vulnerability semantics reasoning for the sample in Figure 1.

To show the effectiveness of vulnerability semantics rea-
soning, we simply prompt the LLMs to generate root causes,
as shown in Figure 9. As shown in the row “Direct Reason-
ing”, the overall effectiveness drops significantly compared
to APPATCH. The reason is that the accuracy of root cause
analysis is lower than vulnerability semantics reasoning, as
shown in Table 10. This indicates that guiding LLMs for
vulnerability semantics reasoning is effective for improving
vulnerability analysis and patching.

To show the patching effectiveness of the LLMs without
any specific prompting design, we directly ask the LLMs to
patch the given vulnerabilities. As shown in row “Standard
Prompting”, we notice that the standard prompting have much
lower effectiveness compared with APPATCH, achieving only
up to 23.01% F1 on the Zero-Day dataset and 60.42% F1 on
the ExtractFix dataset even with the state-of-the-art LLMs.

Recently, Pearce et al. [43] approaches the LLM-based vul-
nerability repair problem through zero-shot code completion,
which removes the vulnerable code in the program and lets
the LLMs fill the vulnerable parts so as to fix the vulnerabil-
ity. We use their best template s2 for comparison. As shown
in the Row “zero-shot completion”, this approach has the
lowest effectiveness, with up to 12.48% F1 on our Zero-Day
dataset and 24.66% F1 on the ExtractFix dataset, indicating
that only providing prior code without further information is
insufficient for LLMs to fix the vulnerabilities.

Each component in APPATCH substantially contributes to
its effectiveness, justifying its overall design.

We further evaluate APPATCH’s effectiveness on interpro-
cedural vulnerabilities using the 21 interprocedural samples
from the Zero-Day dataset. Table 3 shows the correctness
results (the complete results are in Appendix Table 12). Sim-
ilarly, the numbers marked in red are the best F1 scores
achieved by the ablated prompting approaches. Compared

Table 4: Comparison to existing techniques in terms of recall
ExtractFix Dataset Zero-Day Dataset

Technique SynEq SemEq Plausible Correct SynEq SemEq Plausible Correct
APPATCH 5% 75% 40% 90% 4.12% 37.11% 22.68% 49.48%
VulRepair 10% 25% 0% 35% 2.06% 15.46% 1.03% 17.53%
Getafix 20% 5% 0% 25% 5.15% 0.00% 1.03% 6.19%
ExtractFix 20% 35% 30% 85% - - - -
VulnFix 20% 10% 15% 45% - - - -

to the overall results on the complete Zero-Day dataset,
APPATCH and its ablated versions show a modest decrease in
performance (e.g., APPATCH’s F1 score with GPT-4 decreases
from 33.30% to 31.37%).

In contrast, the baseline approaches—Standard Prompt-
ing and Zero-Shot Completion—exhibit a substantial decline
in effectiveness (e.g., Claude-3.5 with standard prompting
and zero-shot completion decrease from 23.01% and 12.48%
to 9.81% and 6.31%, respectively). Note that for Standard
Prompting, we provide all the functions covered by the com-
puted vulnerability semantics. For zero-shot completion, we
directly provide functions with the ground-truth patch loca-
tion as it can only work in such a setting. These already benefit
the two baselines but they still fall short with these interpro-
cedural samples. This deterioration can be attributed to the
absence of interprocedural analysis in these approaches which
adversely affects the LLMs’ performance.

While APPATCH has a slight performance drop on exclu-
sively interprocedural vulnerabilities, baseline approaches
show a dramatic decline. This highlights the effectiveness
merits of interprocedural analysis in APPATCH.

5.3 RQ3: Comparison to Existing Techniques
To compare the effectiveness of APPATCH to existing vulnera-
bility patching techniques, we select four state-of-the-art non-
LLM-based tools which cover different technical categories,
as shown in Table 4, where the red numbers indicate the best
recall achieved by the baselines. VulRepair [18] is a DL-based
vulnerability repair technique which fine-tunes a pre-trained
programming language model CodeT5 [50] to repair vulnera-
bilities. Getafix [7] is a data-driven pattern-based vulnerability
repair technique which learns vulnerability patching patterns
from existing samples. ExtractFix [20] is a traditional vul-
nerability patching technique which leverages test cases and
constraints to fix the vulnerabilities. VulnFix [55] is a SOTA
vulnerability patching technique based on inductive inference.

As ExtractFix and VulnFix require compilable projects
and test cases which are difficult to build on our Zero-Day
dataset, we first use the ExtractFix dataset for comparison.
As ExtractFix and VulnFix generate many patches for test-
ing, we only compare the recall metric in this RQ. For Vul-
Repair and Getafix which are learning-based, we use our
PatchDB+CVEFixes training set to re-train their models.

As shown in Table 4, on the ExtractFix dataset, APPATCH
with the best LLM (GPT-4) achieves the best recall (90%)
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compared with the baseline techniques. Note that the recall
sum of syntactic equivalent, semantically equivalent, and plau-
sible may be over recall on correct because there are multiple
patches generated for each testing sample. ExtractFix achieves
85% recall because it leverages the test cases and constraints
for patching. Without such information, other baseline tech-
niques only achieve 25%-45% recall.

Note that the ExtractFix dataset is released in 2021, which
is possible to cause the data leakage issue as it is before the
cutoff date of the used LLMs. Thus, we test the LLMs whether
they know the related information and patches given the meta
data. The results show that they either do not know or give
wrong answers, indicating that the data leakage issue is not
serious. Detailed results can be found in Appendix E.

We further evaluate the baselines on the Zero-Day dataset.
Since these samples are not compilable, we limit our com-
parison to VulRepair and Getafix as the other two (VulnFix
and ExtractFix) both require that the input code is compilable.
As shown in Table 4, APPATCH significantly outperforms
both baselines, achieving a recall of 49.48% compared to
VulRepair’s 17.53% and Getafix’s 6.19%. This highlights
APPATCH’s superior effectiveness in patching.

Compared to traditional techniques, APPATCH is effective
in vulnerability patching without extra information.

5.4 RQ4: Efficiency

We evaluate the efficiency of APPATCH in terms of time cost
and token usage. Table 5 shows the time cost and token us-
age of APPATCH per sample on each LLM. After mining the
exemplars, each sample takes between 37.148 seconds and
50.209 seconds to generate a patch, including the time for se-
lecting the exemplars and generating the candidate patches. In
this process, the input/context token usage ranges from 5,684
to 6,802 per sample, and the generated token usage ranges
from 584 to 886. We notice that Claude-3.5 and GPT-4 take
more tokens while Gemini-1.5 and Llama-3.1 take less. The
reason is that the former two models tend to generate more
tokens when generating the exemplars and patches. Based
on the rate of each model’s API, patching each sample costs
between 0.2 and 8 cents. However, Gemini-1.5 provides a
free version if the usage is not large and Llama-3.1 supports
deploying locally. If so, the two models are free.

APPATCH is efficient for vulnerability patching in terms of
both time and money cost.

6 Discussion

We further discuss the advantages of APPATCH that enable
its greater effectiveness, as well as why and how it fails on

Table 5: Time and token cost of APPATCH per sample
Model Time cost Contexts Tokens Generated Tokens Price
GPT-4 40.169s 6290 647 $0.0823

Claude-3.5 50.209s 6802 886 $0.0336
Gemini-1.5 37.148s 5684 584 $0.0026
Llama-3.1 46.598s 5749 591 $0.0203

some samples, its tool usability, its current limitations, and
the extensibility of APPATCH.

6.1 Why APPATCH Works

There are several advantages of APPATCH for vulnerability
patching. The first advantage is contributed by the semantics-
aware scoping. As Figure 1 shows, without semantics-aware
scoping, the code to be analyzed and patched includes many
statements not relevant to the vulnerabilities. In this case,
the LLMs are distracted and thus are more difficult to gener-
ate correct root cause and patches. In comparison, resulting
from our semantics-aware scoping, the slice analyzed and
patched by LLMs only includes the core code fragment for
vulnerability analysis and patching. This not only helps LLMs
concentrate on the vulnerability semantics which is the most
important parts for patching, but also makes the data and con-
trol flow clearer than the original code. For example, in the
original code, the variable cnt at line 22 is 6 lines away from
its last definition at line 16. However, in the vulnerability
semantics slice, it is only two lines away, which makes LLMs
easier to find the data dependencies for vulnerability patching.

Figures 2, 3 and 7 show the generated analysis and
patch by GPT-4 with standard prompting, zero-shot com-
pletion and APPATCH, where the standard prompting and
zero-shot completion fail to patch the vulnerability correctly
while APPATCH succeeds. We notice that in APPATCH with
semantics-aware scoping, GPT-4 is able to capture more data
flow information for variables p, cnt, and dStr, while the
GPT-4 with standard prompting and zero-shot code comple-
tion only analyze and patch the code based on the vulnerable
line itself. This indicates that semantics-aware scoping helps
LLMs better work on the data dependency analysis, which is
important for effective vulnerability patching.

The second advantage of APPATCH is that it prompts dy-
namically based on the testing samples rather than using ran-
dom or fixed prompts. This allows LLMs to leverage a large
amount of existing real-world vulnerability data with few-
shot learning, while avoiding LLM fine-tuning which incurs
high costs of time and money. Because of the token limitation
and the disadvantage of LLMs for long-text process, it is not
feasible to input all the exemplars for few-shot learning. In
contrast, the dynamic adaptive prompting with CoT guides
LLMs to analyze the vulnerabilities in depth rather than ana-
lyzing them superficially. As Figures 2, 3 and 7 show, GPT-4
with APPATCH conducts in-depth analysis for the root cause
of the vulnerability, while GPT-4 with standard prompting
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Table 6: Accuracy of CodeQL detection, localization, classifi-
cation, and the three combined against the Zero-Day dataset

Scenario Detection Localization Classification Combined
Fully Automated 87.62% 59.79% 69.07% 55.67%
Realistic 87.62% 72.16% 83.50% 68.04%

Table 7: End-to-end results against the Zero-Day dataset

Scenario Model Approach Correct
Recall Prec F1

Fully Automated
Claude-3.5

APPATCH 34.02% 18.36% 23.85%
Manual Exemplars 22.68% 11.33% 15.11%
Standard Prompting 16.49% 11.15% 13.30%
Zero-shot Completion 15.46% 9.04% 11.41%

VulRepair - 16.49% 9.18% 11.79%
Getafix - 6.19% 5.70% 5.93%

Realistic
Claude-3.5

APPATCH 41.24% 20.40% 27.29%
Manual Exemplars 25.77% 11.38% 15.79%
Standard Prompting 24.74% 16.16% 19.55%
Zero-shot Completion 15.46% 9.04% 11.41%

VulRepair - 16.49% 9.18% 11.79%
Getafix - 6.19% 5.70% 5.93%

and zero-shot completion cannot. The exemplars from dy-
namic adaptive prompting guide GPT-4 to find the size and
boundary of the pointer p, which significantly helps generate
the patch correctly.

Notably, the ability of LLMs to automatically generate the
vulnerability semantics reasoning steps (i.e., the natural lan-
guage representation of vulnerability semantics) is key to the
automation in Step 1.2. Also, since the reasoning essentially
dissects the vulnerable behavior of the code, they immediately
serve as root cause analysis. Importantly, using functional-
ity semantics instead would help the LLMs understand the
functional behaviors of the code, hence not helping much the
models with understanding the vulnerability root cause hence
guiding their patch generation, as we extensively validated.

The third advantage is that APPATCH conducts multi-
faceted patch validation strategy to remove the unusable
patches. As shown in Table 2, with multi-facted patch valida-
tion, the precision is improved significantly without impact-
ing the recall. This improves the F1 and effectively reduces
the load of developers for selecting appropriate patches, thus
shows the practicability of APPATCH.

6.2 Usability of APPATCH

In this work, we assume that the vulnerabilities under patch-
ing are pre-detected with correct CWE and location infor-
mation. However, such information may not be always avail-
able. In this case, APPATCH may need to collaborate with
other vulnerability analyzers (that provide the information) to
work in practice. Thus, to demonstrate that our formulation of
APPATCH is realistic and showcase its usability, we evaluate
its performance when fed with such information produced
from upstream detection/localization and classification tools,
a setting referred to as end-to-end integration, against our
Zero-Day dataset on the best-performing LLM Claude-3.5.

We consider two integration scenarios for a comprehensive
evaluation. The first is a fully automated workflow in which
both information from the upstream tools is directly fed to
APPATCH as its inputs without human intervention. The sec-
ond is a scenario in which the outputs of those tools are first
inspected, verified, and calibrated if necessary, and the vali-
dated/calibrated location and CWE information is then fed
to APPATCH. In a typical, realistic vulnerability management
workflow, developers would inspect and calibrate the outputs
of automated (vulnerability localization and classification)
tools before proceeding with patching using those outputs,
for many reasons (e.g., accuracy/trust issues—since no auto-
mated tools are perfect and they can produce false positives
and suffer false negatives, among other considerations [4]).
Thus, we refer to the second as the realistic scenario.

For the upstream tooling, we chose CodeQL [1] as it is an
industry-grade security analyzer widely used on real-world
projects. Also, as it serves detection/localization and classi-
fication purposes at the same time, users need just one tool
instead of multiple to provide both inputs to APPATCH. For
CodeQL to work specifically for a given project, users of-
ten customize the query packs based on the project infor-
mation [1]. We also followed this common practice for the
projects evaluated. Notably, our query-pack customization
did not assume any knowledge about the ground-truth results
(i.e., detection/localization/classification outcomes), avoid-
ing biases and keeping the realism of the end-to-end integra-
tion setting. We extended the memory manipulation function
set in the query packs so that the project’s custom memory-
management APIs (e.g., kmalloc, kfree) can be scanned as
well—which any ordinary user would be able to do as well for
a given project to scan. For the realistic scenario involving de-
veloper inspection, we had a graduate student with 3-year rele-
vant experience simulate the realistic human-intervention step
between vulnerability localization/classification and patching,
who inspected and calibrated CodeQL outputs.

APPATCH’s end-to-end performance results in both scenar-
ios are in Table 7 (with further details in Appendix Table 13).
To contextualize these results, Table 6 gives the upstream tool
performance, which is largely consistent with what earlier
studies found on CodeQL [13]. Note that CodeQL may re-
port multiple locations and CWEs for one sample, similar to
other vulnerability localization techniques [17, 22, 35]. There-
fore, we follow their evaluation approach and report top-10
accuracy for localization and classification where the ranking
is based on the security severity [6]. As shown, APPATCH
worked reasonably well in these end-to-end settings, with
expected accuracy drops versus when perfect vulnerability
location and CWE information is used (Table 2). These gaps
can be justified by inaccuracies of the upstream results with-
/without human inspection. APPATCH also outperforms the
baseline approaches, demonstrating its merits and superior
practical performance. With more advanced upstream tools
to provide more accurate vulnerability locations and CWEs,
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and users with more expertise (e.g., developers of the project
under patching), these performance could be even better.

6.3 How and Why APPATCH Fails
We conduct case studies on the all the failure cases of
APPATCH on the Zero-Day dataset to investigate the symp-
toms of them. There are several major symptom groups.
• Incorrect Vulnerability Identification. The most com-

mon symptom is incorrect vulnerability identification, with
35.69% of the symptoms. This category includes cases
where the initial analysis misidentified the type or nature
of the vulnerability. For example, as shown in Figure 10
the actual issue is related to a missing condition check for
the debug event code type, not an out-of-bounds write as
initially assumed.

• Insufficient or incorrect code modification. Another com-
mon issue was insufficient or incorrect code modification
(31.23% of symptoms). For example, as shown in Figure 11,
the patch focuses on local buffer handling while the actual
fix require dynamic memory allocation and more compre-
hensive input validation.
These symptoms show how APPATCH fails to patch some

samples. We further identified three main root causes:
• Misunderstanding the actual vulnerabilities. The most

common root cause for failed patching is that the LLMs
misunderstand the actual vulnerabilities, with 41.33% of
the root causes. This usually causes incorrect vulnerability
identification, as shown in Figure 10.

• Inadequate analysis of code context and dependencies.
Another common root cause for failed patching is inade-
quate analysis of code context and dependencies (25.21%
of root causes). This usually causes insufficient or incorrect
code modification, as shown in Figure 11.

• Failure to consider all edge cases or scenarios. This cate-
gory covers situations where the patch didn’t account for
all possible scenarios or edge cases, with 10.21% of the
root causes. For example, in one sample, the LLM incor-
rectly handles special characters in shell quoting and fails to
address all cases of characters requiring special treatment,
particularly those needing quoting rather than escaping.

6.4 Limitations
There are several factors that may limit APPATCH in practice.
The first limitation is that the root cause analysis may not be
accurate at the testing phase. If the vulnerability root cause
analysis is incorrect, the direction of patching is misled and
the generated patches are less likely to be correct. The sec-
ond limitation is that we only collect 306+76+20 patching
samples for evaluation, because collecting these samples re-
quire manual works to label. Yet we still cannot ensure these
samples are compilable and come with test cases.

For the first limitation, APPATCH mitigates it by using
the state-of-the-art and most powerful LLMs to generate the
patches. We exclude the LLMs that are not capable of con-
ducting logical analysis, such as Falcon [58], StarCoder [29],
and GPT-NeoX [11]. All the selected LLMs in this work have
the capability of analyzing the code logically. For the second
limitation, we collected as many as samples as we can so that
they can cover more CWEs, vulnerable code patterns, and
patching strategies/patterns.

Indeed, the two limitations can be attributed to the vul-
nerability datasets we use. In an ideal vulnerability patching
scenario, the exploits should be provided and the dynamic
tracing of the vulnerability should be available. However,
the used datasets, PatchDB and CVEFixes, only provide the
raw information of the vulnerabilities (e.g., versions, patches,
source code) without further information. Considering that re-
producing the vulnerabilities based on the CVE reports is very
time-consuming, it is difficult for us to build a dataset with
hundreds of compilable and vulnerability-reproducable code
samples in a short time. At the same time, existing vulnera-
bility datasets coming with compilable code and test cases
are relatively small, such as the ExtractFix dataset [20] which
only has 30 samples. Therefore, future works should try to
build larger compilable vulnerability datasets so that rigorous
static and dynamic analysis can be feasible.

6.5 Extensibility
A common concern for the practicability of APPATCH is
whether it can be extended to other CWEs and languages.
While the current implementation and the evaluation are
based on C language with six common CWEs, the design
of APPATCH is language/CWE agnostic and is extendable
to other CWEs and languages. To extend APPATCH to other
CWEs, users can add exemplar samples of other CWEs to gen-
erate the respective exemplars. The samples with more CWEs
can be also found in the PatchDB and CVEFixes datasets.
To extend APPATCH to other languages, users can set up a
code analyzer that is able to construct SDGs and then fol-
low Algorithm 1 to extract the vulnerability semantics slices.
Meanwhile, our used code analyzer, Joern, also supports more
than ten languages, including the most popular languages such
as Java, Python, C#, and Go.

6.6 LLMs for Automated Patching
Beyond the merits of APPATCH itself, our work also reveals
several insights for future automated patching with LLMs.

The first is that prompting design matters for effective vul-
nerability patching. Based on our evaluation, simply asking
LLMs to patch vulnerabilities work poorly because of the lack
of guidance. While vulnerability patching by the SOTA ap-
proach [43] shows its potential when LLMs started surging, it
performs poorly even with the latest and most powerful LLMs.
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This indicates that the prompts for vulnerability patching need
to be specifically designed with comprehensive guidance.

The second insight is that LLM-based vulnerability patch-
ing still needs traditional code analysis to complement. The
main reason is that LLMs usually have token limitation so that
we cannot input a large amount of code into the model. Even
if some of the models support more tokens, the long input and
output text may also distract the model from concentrating the
important parts for patching because of the limitation of their
base structure-Transformer [48]. Therefore, extracting the im-
portant code slices by traditional code analysis techniques is
promising for LLM-based vulnerability patching.

The third insight is that dynamically prompting LLMs adap-
tively is necessary for few-shot learning-based vulnerability
patching. The reason is that, because of the token limitation of
LLMs, it is difficult to input all the samples covering different
vulnerability root causes and patching strategies. The exem-
plars used for few-shot learning should be based on testing
samples to achieve better effectiveness.

Meanwhile, we choose to use LLMs as they are, without
pre-training and fine-tuning. The main reason is that the cost
of LLMs also matters. If we choose to pre-train our own
LLMs, the training data, hardware usage, and time cost would
be considerable. Only big companies such as OpenAI and
Google have enough resource to pre-train LLMs. Currently,
most of the powerful LLMs are commercial, thus it is difficult
to access these LLMs directly for fine-tuning. Although some
provide APIs for fine-tuning, the models are usually old (e.g.,
GPT-3.5) and the price is expensive considering the amount
of data for fine-tuning. Therefore, prompting LLMs would be
more feasible than pre-training and fine-tuning.

7 Related Work

Recent research has focused on example-based approaches
to vulnerability detection and repair, demonstrating the ef-
fectiveness of learning from past vulnerabilities and their
corresponding fixes. Ma et al. [34] presented VuRLE, a sys-
tem that utilizes machine learning to automatically detect and
repair vulnerabilities by learning from examples. Similarly,
Zhang et al. [54] developed a similar approach for Java.

Deep learning techniques have also shown significant
promise in automating the vulnerability detection and repair
process. Chen et al. [14] explored neural transfer learning for
repairing vulnerabilities in C code. VulRepair, a T5-based
automated software vulnerability repair tool, is presented by
Fu et al. [18]. This approach shows significant improvements
in the accuracy and efficiency of vulnerability repair.

Program analysis and language models offer powerful tech-
niques for understanding and fixing software vulnerabilities
by analyzing code semantics and employing complicated mod-
els. Gao et al. [20] proposed a novel method that goes beyond
conventional testing by extracting crash constraints to guide

program vulnerability repair. Lastly, Pearce et al. [43] exam-
ined the application of LLM for zero-shot vulnerability repair.
Their study highlights the potential of LLMs to fix vulnerabil-
ities without extensive task-specific training, leveraging the
models’ ability to generalize from a vast amount of data.

8 Conclusion

We propose APPATCH, an automated vulnerability patch-
ing framework that features dynamic adaptive prompting
on LLMs to elicit their effective reasoning for vulnerabil-
ity root-cause analysis hence quality patch generation. We
have demonstrated, on four latest LLMs, that APPATCH sub-
stantially outperforms both existing prompting approaches
and state-of-the-art non-LLM-based patching techniques.
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Appendices
A Compostion and Statistics of the Datasets

Table 8 shows the composition and statistics of the two
datasets. The Zero-Day dataset covers 18 projects and six
CWEs where the average number of patched lines is 7.87.
The ExtractFix dataset covers seven projects with the same
CWEs, while the average number of patched lines is 3.05.

B Code LLMs against the Zero-Day Dataset

Table 9 shows APPATCH effectiveness on code LLMs against
the Zero-Day dataset. For each of the models, we use its most
powerful version (with most #paramters)–CodeLlama-70b,
CodeQwen-1.5-7b, and DeepSeek-Coder-V2-236b. As shown,
the three popular used code LLMs only achieve up to 10.12%
F1 score, much lower than the general-purpose LLMs.

C Correct Reasoning Rate Comparison

Table 10 compares the performance of four language mod-
els (GPT-4, Gemini-1.5, Claude-3.5, and Llama-3.1) on the
Zero-Day dataset using three different prompting approaches.
Across all models, APPATCH’s Vulnerability Semantics Rea-
soning approach (highlighted in green) consistently achieves
the highest correct reasoning rates. The Direct Reasoning
and No Slicing approaches generally yielded lower success
rates, demonstrating the effectiveness of the Vulnerability
Semantics Reasoning method.

D More Results on Interprocedural Samples

Table 12 shows the detailed results of APPATCH against the
interprocedural samples from the Zero-Day dataest, with red
numbers indicating the best F1 scores achieved by the ab-
lated prompting approaches out of APPATCH. As shown,
Claude-3.5 and GPT-4 achieve the best F1 scores (33.57% and
31.37%) with APPATCH, outperforming the ablated versions.
Specifically, Standard Prompting and Zero-shot Completion
have the worst performance (1.79%-9.81% and 0.00%-8.39%
respectively), showing the effectiveness of APPATCH on the
interprocedural samples.

E Data Leakage Assessment

We checked ExtractFix dataset against leakage with following
LLM queries:

1. Please tell the Project, CWE-ID, and CVE description
of <CVE-ID>.

2. Please tell the CWE-ID and CVE description of <CVE-
ID> in <Project>.

3. Please tell the patch of <CVE-ID> which has a <CWE-
ID> vulnerability in <Project>.

The results are shown in Table 11. As shown, the LLMs either
do not know the answers or provide incorrect answers in most
of the cases. This indicates that the data leakage issue is not
serious. However, LLMs are largely a black box as we used
them in APPATCH, making accurate data leakage assessment
very challenging. Thus, we acknowledge that, despite our ef-
fort trying to assess the data leakage issues with this dataset,
we can not ensure that there was no leakage, nor can we claim
that our quantification of the leakage is perfectly accurate.
Instead, we took our best effort to assess the leakage, using
the queries designed above, as justified as follows. First, we
consider that there are five important pieces of the knowledge
about how a vulnerability is patched (i.e., the knowledge we
are concerned that LLM may already have, when we evaluate
APPATCH using the ExtractFix dataset which consists of pro-
gram samples for which these five pieces of information are
provided): (1) CVE ID, (2) project name, (3) CVE description,
(4) CWE ID, and (5) the patch. Then, we design three queries
that assess whether an LLM has one or more pieces of such
knowledge when given the other pieces. More specifically:

• Query 1: we provide the LLM with (1) and ask it about
(2), (3), and (4);

• Query 2: we provide the LLM with (1) and (2), and ask
it about (3) and (4);

• Query 3: we provide the LLM with (1), (2), and (4), and
ask it about (5).

As seen, with these three queries sent to the LLM in order
of Queries 1, 2, 3, we gradually provide the LLM with in-
creasingly more pieces of information, and check if the LLM
knows about the rest. This helps us check the LLM against the
data leakage with varying levels of difficulty, and put together
we believe the LLM’s responses can give us a perspective into
the data leakage issue. Nevertheless, we could not make bold
claims that these queries are the best to assess data leakage
about vulnerability patches in general. Moreover, we would
like to note the following points: (1) as a comparison, we
also test the LLMs with a well-known vulnerability CVE-
2021-44228 using the same three queries. The LLMs did
successfully answer some of five pieces of information about
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Table 8: Composition and statistics of the datasets
Dataset Project-distribution (project:#CVEs) CWE-distribution(CWE:#CVEs) Complexity

Zero-Day
linux:73, git:2, ffmpeg:1, less:1, jasper:2, FreeRDP:3, pytorch:1, Fast-DDS:1, CWE787:17, CWE125:23, CWE190:11, average #patched lines:7.87
esp-idf:1, openssl:1, suricata:1, RedisBloom:1, tcpdump:1, sngrep:1 CWE401:11, CWE457:10, CWE476:25
jerryscript:2, mynewt-nimble:1, dcmtk:3, libhtp:1

ExtractFix coreutils:2, libjpeg:4, libxml2:2, jasper:1, libtiff:8, binutils-gdb:2, FFmpeg:1
CWE-787:6, CWE-125:7, CWE-190:5, average #patched lines:3.05
CWE-401:0, CWE-457:1, CWE-476:1

Table 9: Code LLMs with APPATCH against the Zero-Day dataset

Model
SynEq SemEq Plausible Correct

Recall Prec F1 Recall Prec F1 Recall Prec F1 Recall Prec F1
CodeLlama 0.00% 0.00% 0.00% 1.03% 0.42% 0.60% 1.03% 0.43% 0.60% 2.06% 0.85% 1.20%

CodeQwen-1.5 0.00% 0.00% 0.00% 4.12% 2.03% 2.72% 15.46% 4.93% 7.47% 18.55% 6.95% 10.12%
DeepSeek-Coder-V2 2.06% 0.68% 1.02% 9.28% 3.73% 5.32% 6.19% 2.03% 3.06% 15.46% 6.44% 9.09%

Table 10: Correct reasoning rate on the Zero-Day dataset
Model Prompt Correct Rate

GPT-4
Vulnerability Semantics Reasoning 82.64%
Direct Reasoning 73.12%
No slicing 79.41%

Gemini-1.5
Vulnerability Semantics Reasoning 63.41%
Direct Reasoning 59.62%
No Slicing 51.97%

Claude-3.5
Vulnerability Semantics Reasoning 82.64%
Direct Reasoning 74.18%
No Slicing 79.41%

Llama-3.1
Vulnerability Semantics Reasoning 69.94%
Direct Reasoning 50.13%
No Slicing 64.74%

this CVE correctly, indicating that our queries are helpful to
test the data leakage. (2) note that APPATCH’s performance
evaluation is primarily based on the Zero-Day dataset, and we
have compared it with both LLM-based and non-LLM-based
baseline patching techniques on this dataset. The reason we
use the ExtractFix dataset is mainly for being able to compare
with two additional state-of-the-art baselines (ExtractFix [20]
and VulnFix [55]).

Table 11: Data leakage test results on the ExtractFix dataset
with the format “model-does-not-know%, incorrect-answer%,
correct-answer%”

Query GPT-4 Gemini-1.5 Claude-3.5 Llama-3.1
1 100%, 0%, 0% 0%, 100%, 0% 10%, 90%, 0% 25%, 70%, 5%
2 30%, 60%, 10% 5%, 85%, 10% 55%, 45%, 0% 5%, 90%, 5%
3 100%, 0%, 0% 25%, 75%, 0% 100%, 0%, 0% 70%, 30%, 0%

F More End-to-end Experiment Results

Table 13 shows the detailed end-to-end integration results
with CodeQL against the Zero-Day dataset. As shown,
APPATCH achieves 23.85% F1 with fully automated method
and 27.29% with realistic method. In contrast, the baselines
approaches and models have much less effectiveness, indicat-
ing that APPATCH can be realistically used in practice.

G More Details on Case Study Examples

1 static void event_interrupt_wq_v10(struct kfd_node *dev,
2                    const uint32_t *ih_ring_entry)
4    uint16_t source_id, client_id, pasid, vmid;
8    source_id = SOC15_SOURCE_ID_FROM_IH_ENTRY(ih_ring_entry);
9    client_id = SOC15_CLIENT_ID_FROM_IH_ENTRY(ih_ring_entry);
15   if (client_id == SOC15_IH_CLIENTID_GRBM_CP ||
20       if (source_id == SOC15_INTSRC_CP_END_OF_PIPE)
22       else if (source_id == SOC15_INTSRC_SQ_INTERRUPT_MSG) {
95       } else if (source_id == SOC15_INTSRC_CP_BAD_OPCODE) {
Step 1: analyze the vulnerability in the provided code snippet, we need to understand how the `source_id` is 
derived and used, particularly focusing on the condition at line 95 which is identified as having a CWE-787 
(Out-of-bound write) vulnerability.
### Step-by-Step Analysis:
......
### Identifying the Vulnerability:
- **Potential Misinterpretation or Misuse of `source_id`**:
 - If `SOC15_SOURCE_ID_FROM_IH_ENTRY` incorrectly parses `ih_ring_entry` or if `ih_ring_entry` does not 

contain the expected format or length, `source_id` might be assigned an incorrect or unexpected value.
 - An incorrect `source_id` could lead to incorrect branching in the code, potentially triggering 

operations or behaviors that are not intended for the actual input.

- **Out-of-Bounds Write Concern**:
 - The specific mention of CWE-787 suggests an out-of-bounds write, which typically involves writing data 

to a memory location outside the intended data structure. This could happen if:
  - The value of `source_id` is used to index or modify other data structures or arrays in a way not shown 

in the snippet.
  - There is an implicit assumption about the range or validity of `source_id` that is violated due to 
incorrect parsing or unexpected input.

### Conclusion:
The vulnerability likely stems from either an incorrect parsing of `ih_ring_entry` leading to an invalid 
`source_id`, or subsequent use of `source_id` in a manner that assumes it is within certain bounds which it 
might exceed. To resolve this, one would need to:
- Ensure `SOC15_SOURCE_ID_FROM_IH_ENTRY` correctly validates the input size and indices.
- Add checks to ensure `source_id` falls within expected ranges before using it to access or modify other 
data structures.
Given the analysis above, here are five possible patches to address the CWE-787 vulnerability at line 95:

### Patch 1: Validate `ih_ring_entry` Size
```diff
1 static void event_interrupt_wq_v10(struct kfd_node *dev,
2                    const uint32_t *ih_ring_entry)
+3   size_t ih_ring_entry_size; // Assume this is passed or can be determined
4    uint16_t source_id, client_id, pasid, vmid;
+5   if (!ih_ring_entry || ih_ring_entry_size < EXPECTED_SIZE) {
+6     // Handle error: invalid ih_ring_entry size
+7     return;
+8   }
8    source_id = SOC15_SOURCE_ID_FROM_IH_ENTRY(ih_ring_entry);

Ground truth patch:
```
95c95,96
<        } else if (source_id == SOC15_INTSRC_CP_BAD_OPCODE) {
---
>        } else if (source_id == SOC15_INTSRC_CP_BAD_OPCODE &&
>             KFD_DBG_EC_TYPE_IS_PACKET(KFD_DEBUG_CP_BAD_OP_ECODE(context_id0))) {

```

Figure 10: A failure case where the vulnerability is incorrectly
identified.

We conduct case studies on the APPATCH’s failure cases
to investigate the symptoms and root causes. As discussed in
Section 6.3, we show two examples for the failure symptoms
and root causes.

Figure 10 shows an example where the failed patching
attempt indicates that the original vulnerability was not accu-
rately identified or addressed. The symptom was incorrectly
diagnosed as an out-of-bounds write (CWE-787) related to
the ‘source_id‘ variable, leading to proposed patches that fo-
cused on validating and constraining this value. However, the
root cause appears to be a logic error or insufficient condition
checking in the original code. The actual fix involves adding
an additional condition to check if the context ID corresponds
to a specific packet type, suggesting that the vulnerability was
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Table 12: Detailed results of APPATCH against the interprocedural samples from the Zero-Day dataset

Model Approach
Zero-Day Dataset

SynEq SemEq Plausible Correct
Recall Prec F1 Recall Prec F1 Recall Prec F1 Recall Prec F1

GPT-4

APPATCH 4.76% 1.11% 1.80% 9.52% 4.44% 6.06% 38.10% 21.11% 27.17% 38.10% 26.67% 31.37%
No Validation 4.76% 0.90% 1.52% 14.29% 5.41% 7.84% 38.10% 18.92% 25.28% 38.10% 25.23% 30.35%
No Slicing 0.00% 0.00% 0.00% 9.52% 1.82% 3.05% 33.33% 16.36% 21.95% 33.33% 18.18% 23.53%
Random Exemplars 4.76% 0.90% 1.52% 9.52% 1.80% 3.03% 28.57% 12.61% 17.50% 33.33% 15.32% 20.99%
Manual Exemplars 0.00% 0.00% 0.00% 9.52% 2.73% 4.24% 33.33% 14.55% 20.25% 38.10% 17.27% 23.77%
Direct Reasoning 0.00% 0.00% 0.00% 4.76% 0.90% 1.52% 38.10% 12.61% 18.95% 38.10% 13.51% 19.95%
Standard Prompting 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 19.05% 6.60% 9.81% 19.05% 6.60% 9.81%
Zero-shot Completion 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 9.52% 4.72% 6.31% 9.52% 4.72% 6.31%

Gemini-1.5

APPATCH 0.00% 0.00% 0.00% 9.52% 2.02% 3.33% 28.57% 12.12% 17.02% 28.57% 14.14% 18.91%
No Validation 0.00% 0.00% 0.00% 9.52% 2.02% 3.33% 28.57% 11.32% 16.22% 28.57% 13.34% 18.18%
No Slicing 0.00% 0.00% 0.00% 9.52% 2.06% 3.39% 14.28% 10.31% 11.98% 23.81% 12.37% 16.28%
Random Exemplars 0.00% 0.00% 0.00% 9.52% 2.08% 3.42% 19.05% 9.38% 12.57% 23.81% 11.46% 15.47%
Manual Exemplars 0.00% 0.00% 0.00% 9.52% 2.02% 3.33% 23.81% 9.09% 13.16% 23.81% 11.11% 15.15%
Direct Reasoning 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 23.81% 7.61% 11.54% 23.81% 7.62% 11.54%
Standard Prompting 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 4.76% 1.10% 1.79% 4.76% 1.10% 1.79%
Zero-shot Completion 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Claude-3.5

APPATCH 4.76% 0.93% 1.55% 19.05% 3.70% 6.20% 47.62% 21.30% 29.43% 47.62% 25.93% 33.57%
No Validation 4.76% 0.90% 1.52% 19.05% 3.60% 6.06% 47.62% 20.72% 28.88% 47.62% 25.23% 32.98%
No Slicing 0.00% 0.00% 0.00% 9.52% 1.98% 3.28% 38.10% 19.80% 26.06% 38.10% 21.78% 27.72%
Random Exemplars 0.00% 0.00% 0.00% 4.76% 0.90% 1.52% 42.86% 18.92% 26.25% 47.62% 19.82% 27.99%
Manual Exemplars 0.00% 0.00% 0.00% 14.29% 2.70% 4.55% 42.86% 16.22% 23.53% 42.86% 18.92% 26.25%
Direct Reasoning 0.00% 0.00% 0.00% 9.52% 1.89% 3.15% 38.10% 17.92% 24.38% 42.86% 19.81% 27.10%
Standard Prompting 0.00% 0.00% 0.00% 4.76% 1.96% 2.78% 9.52% 4.90% 6.47% 14.29% 6.86% 9.27%
Zero-shot Completion 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 14.29% 5.94% 8.39% 14.29% 5.94% 8.39%

Llama-3.1

APPATCH 0.00% 0.00% 0.00% 9.52% 2.35% 3.77% 38.10% 15.29% 21.82% 38.10% 17.65% 24.12%
No Validation 0.00% 0.00% 0.00% 9.52% 1.80% 3.03% 38.10% 12.61% 18.95% 38.10% 14.41% 20.91%
No Slicing 0.00% 0.00% 0.00% 4.76% 3.85% 4.26% 9.52% 19.23% 12.74% 14.29% 23.08% 17.65%
Random Exemplars 0.00% 0.00% 0.00% 4.76% 1.98% 2.80% 19.05% 8.91% 12.14% 23.81% 10.89% 14.95%
Manual Exemplars 0.00% 0.00% 0.00% 4.76% 2.56% 3.33% 19.05% 12.82% 15.33% 19.05% 15.38% 17.02%
Direct Reasoning 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 28.57% 10.81% 15.68% 28.57% 10.81% 15.68%
Standard Prompting 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 9.52% 3.13% 4.71% 9.52% 3.13% 4.71%
Zero-shot Completion 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 9.52% 2.70% 4.21% 9.52% 2.70% 4.21%

Table 13: Detailed end-to-end results with vulnerability analyzer CodeQL against the Zero-Day dataset

Method Model Approach
Zero-Day Dataset

SynEq SemEq Plausible Correct
Recall Prec F1 Recall Prec F1 Recall Prec F1 Recall Prec F1

Fully Automated
Claude-3.5

APPATCH 1.03% 0.33% 0.50% 12.37% 7.21% 9.11% 26.80% 10.82% 15.42% 34.02% 18.36% 23.85%
Manual Exemplars 1.03% 0.32% 0.49% 7.22% 5.18% 6.03% 15.46% 5.83% 8.46% 22.68% 11.33% 15.11%
Standard Prompting 0.00% 0.00% 0.00% 8.25% 5.25% 6.41% 11.34% 5.90% 7.76% 16.49% 11.15% 13.30%
Zero-shot Completion 0.00% 0.00% 0.00% 2.06% 0.78% 1.13% 14.43% 8.27% 10.51% 15.46% 9.04% 11.41%

VulRepair - 2.06% 0.47% 0.77% 13.40% 8.47% 10.38% 1.03% 0.24% 0.38% 16.49% 9.18% 11.79%
Getafix - 5.15% 5.26% 5.21% 0.00% 0.00% 0.00% 1.03% 0.44% 0.62% 6.19% 5.70% 5.93%

Realistic
Claude-3.5

APPATCH 1.03% 0.25% 0.40% 19.59% 7.71% 11.07% 29.90% 12.44% 17.57% 41.24% 20.40% 27.29%
Manual Exemplars 0.00% 0.00% 0.00% 15.46% 6.05% 8.70% 15.46% 5.33% 7.92% 25.77% 11.38% 15.79%
Standard Prompting 1.03% 0.28% 0.44% 19.59% 9.47% 12.77% 13.40% 6.41% 8.67% 24.74% 16.16% 19.55%
Zero-shot Completion 0.00% 0.00% 0.00% 2.06% 0.78% 1.13% 14.43% 8.27% 10.51% 15.46% 9.04% 11.41%

VulRepair - 2.06% 0.47% 0.77% 13.40% 8.47% 10.38% 1.03% 0.24% 0.38% 16.49% 9.18% 11.79%
Getafix - 5.15% 5.26% 5.21% 0.00% 0.00% 0.00% 1.03% 0.44% 0.62% 6.19% 5.70% 5.93%

more likely related to improper input validation or incorrect
handling of certain packet types, rather than a straightforward
buffer overflow issue.

Figure 11 shows an example where failed patching attempts
primarily focused on addressing potential issues with the
‘build_label‘ array’s initialization and usage, but they missed
the root cause of the vulnerability. The actual problem stems
from insufficient bounds checking when accessing data from
the ‘skb‘ (socket buffer) structure. The ground truth patch re-
veals that the vulnerability is caused by inadequate validation
of the ‘skb->len‘ against the expected data sizes at various
points in the function. This allows for potential out-of-bounds
reads when accessing ‘edl‘ structure members and data. The
correct fix involves adding multiple checks to ensure that the
‘skb‘ contains enough data before accessing its contents, and
dynamically allocating memory for ‘build_label‘ instead of
using a fixed-size array, which addresses both buffer overflow
and potential memory leaks.

 1 static int qca_read_fw_build_info(struct hci_dev *hdev)
 3     struct sk_buff *skb;
 4     struct edl_event_hdr *edl;
 5     char cmd, build_label[QCA_FW_BUILD_VER_LEN];
 6     int build_lbl_len, err = 0;
 8     bt_dev_dbg(hdev, "QCA read fw build info");
10     cmd = EDL_GET_BUILD_INFO_CMD;
11     skb = __hci_cmd_sync_ev(hdev, EDL_PATCH_CMD_OPCODE, EDL_PATCH_CMD_LEN, &cmd, 0, HCI_INIT_TIMEOUT);
20     edl = (struct edl_event_hdr *)(skb->data);
21     if (!edl) {
22         bt_dev_err(hdev, "QCA read fw build info with no header");
23         err = -EILSEQ;
24         goto out;
35     build_lbl_len = edl->data[0];
36     if (build_lbl_len <= QCA_FW_BUILD_VER_LEN - 1) {
37         memcpy(build_label, edl->data + 1, build_lbl_len);
38         *(build_label + build_lbl_len) = '\0';

Step 1: analyze the vulnerability in the code snippet provided, conduct the steps and identify where the CWE-125 (Out-
of-bounds Read) vulnerability might occur. The CWE-125 vulnerability typically involves reading data past the end or 
before the beginning of a buffer, which can lead to unexpected behavior or sensitive information disclosure.

### Code Analysis:
```c
1 static int qca_read_fw_build_info(struct hci_dev *hdev)
5   char cmd, build_label[QCA_FW_BUILD_VER_LEN];
```
- **Line 5**: This line declares two variables: `cmd`, a `char`, and `build_label`, an array of `char` with a length 
defined by `QCA_FW_BUILD_VER_LEN`.
### Steps to Identify Vulnerability:
......

### Conclusion:
The vulnerability likely stems from assumptions about the content and length of `build_label` without adequate 
verification. This could lead to out-of-bounds reads if the function or other parts of the program attempt to access 
data beyond the actual content of `build_label`. Proper checks and cautious handling of buffer lengths are essential 
to prevent such vulnerabilities.
Based on the analysis, here are five possible patches to address the CWE-125 vulnerability associated with the 
`build_label` buffer in the `qca_read_fw_build_info` function:

### Patch 1: Initialize the Buffer
```diff
5   char cmd, build_label[QCA_FW_BUILD_VER_LEN];
---
5   char cmd, build_label[QCA_FW_BUILD_VER_LEN] = {0};
```
This patch initializes the `build_label` buffer to zero, ensuring that if the buffer is read without being properly 
set elsewhere, it will not read uninitialized memory.

Ground Truth Patch:
19a21,25
>    if (skb->len < sizeof(*edl)) {
>        err = -EILSEQ;
>        goto out;
>    }

Figure 11: A failure case where the patch has insufficient or
incorrect code modification.
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